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Chapter 4

Fair reachability analysis for
multi-cyclic protocols

One of the first techniques developed to relieve the state explosion problem in protocol verification
is fair reachability analysis (FRA). As discussed in the previous chapter, FRA is an improved state
exploration technique which was initially proposed for verifying logical correctness properties of
two-process protocols [RW82, GH85], and subsequently extended to deal with cyclic protocols
[LM94, LM96]. In this chapter we further generalize FRA to multi-cyclic protocols. A multi-cyclic
protocol consists of a collection of unidirectional rings, or component cyclic protocols, which are
interconnected such that no two rings share more than one process. We show that FRA is effective
in deciding deadlock-freedom for the class of multi-cyclic protocols whose fair reachability graphs
are finite. Throughout the presentation we relate our findings to the work on cyclic protocols in
[LM94a, LM96]. Furthermore, we also advocate that FRA is inherently infeasible beyond multi-
cyclic protocols, i.e. for verifying protocols with more complex communication topologies. These
contributions have appeared in [SU95a, SU96a, LM+96]. The chapter ends with a detailed analysis
of a problem solved for cyclic protocols, but remaining for multi-cyclic protocols: deciding logical
correctness properties other than deadlock-freedom by finite extension of the fair reachability graph
[GH85, LM94b, LM96].

4.1 Preliminaries

Before turning to the presentation of FRA for multi-cyclic protocols, let us add some more basic
notions that will be used in the sequel of this thesis.

4.1.1 Equivalent transition sequences

Following the earlier work on FRA and most other improved state exploration techniques, we
consider an equivalence relation over sequences of transitions that reveals much of the redundancy
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in conventional reachability analysis incurred by the modeling of concurrency by interleaving (see
Section 3.1.1).

Notation 4.1
Let P = ({Pi | i ŒI}, L) be a protocol and s Œ  ( Di )*iŒIU  a (finite) sequence of transitions. We will
use pref(s) and suf(s) to denote the set of prefixes and suffixes of s, respectively, and sT to denote
the projection of s on a set of transitions T (obtained by removing from s those transitions that are
not in T). A process Pi is said to be active on s if sDi ≠ e. The set of all processes active on s is
denoted by act(s). We adopt this notation also for single transitions and sets of transitions, viz.
act(t) = {i} for a transition t ŒDi  , and act(T) = {i | T « Di ≠ ∅} for a set of transitions T [ÖU95]. "  

Definition 4.2
Let P = ({Pi | i ŒI}, L) be a protocol. Two transition sequences s, w Œ  ( Di )*iŒIU  are defined to be
equivalent, denoted by s ≡ w, iff "i ŒI: sDi = wDi . "  

Sequences of transitions may thus be grouped into equivalence classes. Transition sequences
that are equivalent have the same length. Moreover, any two equivalent transition sequences that
start from a common global state lead to a common global state. This characteristic, stated by
Proposition 4.3, is pivotal in recognizing and exploiting the excess in conventional reachability
analysis due to the interleaving of concurrent transitions. It testifies that it is in principle sufficient
to explore just one transition sequence per equivalence class in order to determine all the reachable
global states of a protocol, and hence to verify many of its properties (logical correctness properties
in particular).

Proposition 4.3
Let G s

æ Æ æ 
*  H and G w

æ Æ æ æ 
*  H¢. If s ≡ w, then H = H¢.

Proof:""Straightforward by definition of the equivalence relation ≡, and the fact that both s and w

can be executed from G. "  

Henceforth, we use s G≡H w to denote that G s
æ Æ æ * H, G w

æ Æ æ æ *  H and s ≡ w [ÖU95].

Corollary 4.4
Let G s

æ Æ æ * H and G w
æ Æ æ æ *  H¢. If act(s) « act(w) = ∅, then $Q: sw G≡Q ws. "  

4.1.2 Potentially executable transitions

First defined by Itoh & Ichikawa [II83] and later adopted by Özdemir & Ural [ÖU94, ÖU95] (see
Section 3.1.1), we conveniently regard the notion of potentially executable transitions to further



Chapter 4!!Fair reachability analysis for multi-cyclic protocols 36

classify transitions that are defined but not executable at a given global state. This notion also plays
an important role in the attempt to reduce the cost of modeling concurrency by interleaving.

Definition 4.5
Let G be a global state of a protocol P = ({Pi | i ŒI}, L) and t ŒDi j a transition defined at G, for
some i, j ŒI. t is potentially executable at G iff

• t is a send transition and |ci j
G | = Bij , or

• t is a receive transition and c j i
G  = e.

The set of send and receive transitions from Di j that are potentially executable at G are denoted by
Pij

-(G)  and Pij
+(G) , respectively, and Pij(G) = Pij

-(G)  » Pij
+(G) . "  

Intuitively, a potentially executable transition at a global state G is a transition of a process Pi that is
not executable at G but may still become executable at a global state reachable from G without any
progress of Pi  . Notice that the potential executability of send transitions is immaterial for protocols
whose channels are not prebounded (cf. Section 2.5.1), i.e. Pij

-(G)  is always empty if Bij is
unspecified.

In the formulation of FRA for cyclic protocols [RW82, LM94, LM96] discrete attention is
given to those potentially executable transitions at a global state G that actually become executable
at an immediate successor of G. In [LM94, LM96] such transitions are said to be enabled at G.

Definition 4.6
Let G be a global state of a protocol P = ({Pi | i ŒI}, L) and t ŒDi j a transition defined at G, for
some i, j ŒI. t is enabled at G (by a transition t¢) iff

• t Œ Pij
-(G)  and $t¢ ŒDj i : t¢ Œ Xji

+(G) , or

• t = (si
G , +y, s) Œ Pij

+(G)  and $t¢ ŒDj i : t¢ = (s j
G , –y, s¢) Œ Xji

-(G) .

The sets of send and receive transitions from Di j that are enabled at G are denoted by Eij
-(G)  and

Eij
+(G) , respectively, and Eij(G) = Eij

-(G)  » Eij
+(G) . "  

It follows from Definition 4.6 that Eij(G) Õ Pij(G) and that t ŒEij(G) implies the existence of a
global state H such that G æ Æ æ  H and t ŒXij(H).

Notation 4.7

Pi
-(G)  = 

  
Pij

-
j ŒIU (G) Pi

+(G)  = 
  

Pij
+

j ŒIU (G) Pi(G) = Pi
-(G)  » Pi

+(G)

P-(G)  =   Pi
-

i ŒIU (G) P+(G)  =   Pi
+

i ŒIU (G) P(G) = P–(G) » P+(G)
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Ei
-(G)  = 

  
Eij

-
j ŒIU (G) Ei

+(G)  = 
  

Eij
+

j ŒIU (G) Ei(G) = Ei
-(G)  » Ei

+(G)

E-(G)  =   Ei
-

i ŒIU (G) E+(G)  =   Ei
+

i ŒIU (G) E(G) = E–(G) » E+(G) "  

4.2 Generalizing FRA to multi-cyclic protocols

This section generalizes the notion of fair reachability from cyclic to multi-cyclic protocols and
studies properties of their fair reachability graphs.

4.2.1 Multi-cyclic protocols

Notation 4.8
Let k Œ{1, 2,…, j}, then k

Æ
 and k

¨
 are defined as follows:

k
Æ

= 1 if k = j

= k + 1 otherwise

k
¨

= j if k = 1

= k – 1 otherwise "  

Definition 4.9
Let P = ({Pi | i ŒI}, L) be a protocol. A ring r in P is a set {(i1, i2), (i2, i3),…, (ij– 1, ij), (ij, i1)}, 2"£ j
£ |I|, such that "k, l Œ{1, 2,º, j}: k ≠ l fi ik  ≠ il and "k Œ{1, 2,º, j}: (ik , ikÆ ) ŒL. The set of all
rings in P is denoted by ¬P 

. "  

A ring in a protocol represents a simple cycle in the topology graph of the protocol. A multi-cyclic
protocol is now defined as follows.

Definition 4.10
A multi-cyclic protocol is a protocol P satisfying the following conditions:

i) TGP is strongly connected,

ii) "r, r¢ Œ¬P 
: r ≠ r¢ fi r « r¢ = ∅, and

iii) "r Œ¬P 
 "(i, j), (k, l) Œr: Bij = Bk l . "  

It is again understood that the third condition in Definition 4.10 applies only to protocols with
prebounded channels. The bounds on all the simplex channels in a given ring must then be equal,
which is not a real constraint because they can always be set accordingly. Conditions (i) and (ii) on a
multi-cyclic protocol confine its communication topology such that no two rings share a simplex



Chapter 4!!Fair reachability analysis for multi-cyclic protocols 38

channel and each simplex channel belongs to exactly one ring. Although restrictive, this way of
joining rings does not limit the end-to-end (as opposed to point-to-point) connectivity between
processes since the topology graph of a multi-cyclic protocol is strongly connected. In fact, the
class of multi-cyclic protocols has an interestingly wide applicability in practical protocol modeling.
It includes not only protocols with a multi-ring topology (in particular the cyclic protocols studied
in [LM94, LM96]4), but also protocols with other common network topologies such as a daisy-
chain [SU96a], a star or a tree, as illustrated in Figure 4.1. Furthermore, configurations of these
elementary network topologies can be composed as long as each channel in the resulting protocol
belongs to exactly one ring.

P2

P1

P3 P4

star

tree
P1

P5 P6

P3P2

P4

daisy-chain

P1 P2 P4P3

Figure 4.1""Basic multi-cyclic protocols.

4.2.2 Generalizing the fair reachability relation

Fair transition-tuples

Exploring the global state space of a multi-cyclic protocol by FRA is based on the execution of so-
called fair transition-tuples, which are effectively computed from the transitions executable and
enabled at global states. Two types of fair transition-tuples are distinguished, viz. ring-tuples and
channel-pairs. Before presenting the definitions, we introduce some more notational conventions.

Notation 4.11
Let P = ({Pi | i ŒI}, L) be a multi-cyclic protocol. For any ring r = {(i1, i2), (i2, i3),…, (ij, i1)} Œ ¬P

, a simplex channel Cik i k
Æ  (k Œ{1, 2,º, j}) is denoted by Ckk

Æ (r). This notation is also adopted for

                                                
4 Cyclic protocols with prebounded channels are not at all considered in [LM94, LM96].
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process states and (sets of) transitions. Specifically, with r Œ¬P , ik  ŒI and k Œ{1, 2,º, |r|}, we
have Pik

 = Pk(r) = (Sk(r), Mk(r), sk
0(r) , Dk(r)) and Ckk

Æ (r) denotes the outgoing channel of process
Pik

 associated with ring r. In addition, for a global state G

sk(r, G) ŒSk(r) is the process state of Pik
 in G,

ckk
Æ (r, G) ŒMkk

Æ (r)* Õ Mk(r)* is the content of Ckk
Æ (r) in G,

tk(r) Œ Xk
-
k
Æ(r, G)  Õ Dkk

Æ (r, G) Õ Dk(r) is a send transition of Pik
 executable at G over Ckk

Æ (r),

tk(r) Œ Xk
+
k
¨(r, G)  Õ Dkk

¨ (r, G) Õ Dk(r) is a receive transition of Pik
 executable at G over Ckk¨ (r).

The same conventions apply to the sets of potentially executable and enabled transitions at G. Note
that when process Pik

 participates in more than one ring, it is named differently for each ring. "  

Definition 4.12
Let G be a global state of a multi-cyclic protocol P. A ring-tuple in G is a tuple ·tk(r)Òk Œ{1,º, |r|)},
for some r Œ¬P , satisfying one of the following two conditions:

• "k Œ{1,º, |r|}: tk(r) Œ Xk
-
k
Æ(r, G) ;

• "k Œ{1,º, |r|}: tk(r) Œ Xk
+
k
¨(r, G) . "  

Definition 4.13
Let G be a global state of a multi-cyclic protocol P. A channel-pair in G is an ordered pair ·t1, t2Ò

satisfying one of the following three conditions:

• t1 Œ Xij
-(G)  and t2 Œ Xji

+(G) ;

• t1 = (si
G , –x, s) Œ Xij

-(G)  and t2 = (s j
G , +x, s¢) Œ Eji

+(G) ;

• t1 Œ Xji
+(G)  and t2 Œ Eij

-(G) . "  

As the names suggest, each ring-tuple is associated with a ring and each channel-pair with a simplex
channel. A ring-tuple in a global state G entails for each process involved in a given ring r"Œ¬P a
send transition executable at G  over its outgoing channel in r, or for each process a receive
transition executable at G over its incoming channel in r. A channel-pair in G contains a send and
receive transition from two adjacent processes such that either both are executable at G, or only one
of the transitions is executable while the other is enabled at G. In the latter case, note the message
correspondence required among the two transitions when the receive transition is enabled at G, in
accordance with Definition 4.6.

Definition 4.14
Let G be a global state of a multi-cyclic protocol. A fair transition-tuple in G is a ring-tuple in G or
a channel-pair in G. The set of all fair transition-tuples in G is denoted by F(G). "  
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In [LM94, LM96], the fair transition-tuples in a global state of a cyclic protocol are called fair
progress vectors. Ring-tuples are referred to as concurrency vectors and channel-pairs as send-
receive pairs or interaction-pairs. Note that concurrency vectors always include one transition from
each process in a cyclic protocol because it consists of only one ring.

The fair reachability relation

Definition 4.15
Let G be a global state of a multi-cyclic protocol and t = ·t1, t2,…, tmÒ ŒF(G). A linearization of t

is a sequence

t1t2 if m = 2 and t2 ŒE(G) (i.e. t is a channel-pair with an enabled transition)

tp(1)tp(2)…tp(m) otherwise, with p any permutation on {1, 2,..., m}

The set of all linearizations of t is denoted by lin(t). "  

Remark that we do not define t2t1 as a linearization of a channel-pair ·t1, t2Ò if t2 is an enabled
transition, since t2 can then only be executed after the execution of t1. Apart from this special case,
the order of executing the transitions in a fair transition-tuple is arbitrary.

Proposition 4.16
Let t ŒF(G) and g Œlin(t) with G g

æ Æ æ 
*  H, then "g ¢ Œlin(t): g G≡H g  ¢.

Proof:""It is obvious that each linearization g of t ŒF(G) leads to some global state H, which
justifies the supposition. Yet, since t has at most one transition per process all its linearizations are
equivalent (Definition 4.2) and lead to the same global state (Proposition 4.3). "  

Consider a fair transition-tuple t = ·t1, t2,…, tmÒ ŒF(G). In conventional reachability analysis all
linearizations of t are fully explored as transitions are executed one at a time. This accounts for the
generation of up to 2m

 –1 distinct global states. Instead, the generation of all but one of these global
states (i.e. the common “sink” state) can be omitted at G by executing the transitions in t together
in a single step. The reachability relation underlying FRA is formulated accordingly.

Definition 4.17
Let G and H be global states of a multi-cyclic protocol. G f

æ Æ æ  H iff $t ŒF(G) with g Œlin(t) such
that G g

æ Æ æ 
*  H. This is also denoted by G f

t
æ Æ æ  H. "  

From Proposition 4.16, the execution of a fair transition-tuple is irrespective of the linearization
considered and always yields a unique global state. The relation f

æ Æ æ  is thus well-defined.
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Definition 4.18
Let G and H be global states of a multi-cyclic protocol P, and denote by f

æ Æ æ 
*  the reflexive and

transitive closure of f
æ Æ æ . H is fair reachable from G iff G f

æ Æ æ 
*  H. When G = G0, H is said to be

fair reachable. The set of all fair reachable global states of P is denoted by FP . For a sequence of
fair transition-tuples u = t1t2…tm  , G f

u
æ Æ æ *  H denotes the existence of global states Q0,…, Qm such

that G = Q0
 f

t 1
æ Æ æ æ 

 Q1
 f

t 2
æ Æ æ æ … f

t m
æ Æ æ æ 

 Qm = H. "  

/* A is the set of global states that have been analyzed. */
/* W is the set of global states that still need to be analyzed. */

/* Initialize: */
A = ∅

W = {G0}

/* Loop: */
while W ≠ ∅ do {

remove an element G from W
add G to A

for all t in F(G) do {
/* execution of fair transition-tuple t */
derive H such that G f

t
æ Æ æ  H

if H is NOT already in A or W then add H to W
}

}

Figure 4.2""State exploration by FRA.

Figure 4.2 gives an algorithm for exploring the fair reachable global state space of a (multi-
cyclic) protocol, akin to the standard perturbation algorithm discussed in Chapter 2. As indicated by
the box, the algorithm above differs only in the derivation of successive global states: fair transition-
tuples are executed instead of single transitions. The fair reachable global state space of a protocol
can be viewed as a labeled directed graph, the fair reachability graph, in which the nodes
correspond to fair reachable global states and the edges resemble the relation f

t
æ Æ æ . As an immediate

result, each fair reachable global state is a reachable global state.

Proposition 4.19
FP Õ RP

Proof:""By definition of f
æ Æ æ 

* . "  
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Example 4.20
Consider the protocol in Figure 4.3, where a ŒM12, b ŒM23, c ŒM31, d ŒM34 and e ŒM43. This
multi-cyclic protocol comprises two rings r1 = {(1, 2), (2, 3), (3, 1)} and r2 = {(3, 4), (4, 3)}. The
initial global state has one fair transition-tuple: a ring-tuple ·(10, –a, 11), (20, –b, 21), (30, –c, 31)Ò
associated with ring r1 . Its execution yields the global state (·11, 21, 31, 40Ò, ·a, b, c, e, eÒ) in which
we have the channel-pair ·(31, –d, 32), (40, +d, 41)Ò. The complete fair reachability graph of the
protocol, included in Figure 4.3 (the process states in the transitions of fair transition-tuples are
omitted), contains four fair reachable global states and four global state transitions. In contrast, the
(conventional) reachability graph contains 152 global states and 374 global state transitions. "  

·–e, +eÒ

·–a, –b, –cÒ

(·10, 20, 30, 40 Ò, ·e, e, e, e, eÒ)

(·11, 21, 31, 40 Ò, ·a, b, c, e, eÒ)

(·11, 21, 32, 41 Ò, ·a, b, c, e, eÒ)

(·10, 20, 33, 41 Ò, ·e, e, e, e, eÒ)

·–d, +dÒ

·+c, +a, +bÒ

P4

P2

P3

P1

r1 r2

40

41

+d–e

start

P4

20

21

P2

–b+a

start

P1

11

–a+c

start
10 30

33

+e

+b

start

P3

–c

–d

32

31

Figure 4.3""FRA applied to a concrete multi-cyclic protocol.
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An important aspect of FRA in the context of cyclic protocols is the equal channel length
property [LM94, LM96]: each fair reachable global state is a reachable global state in which all
channels hold the same number of messages. This property is the key to deadlock detection.
Contrary to cyclic protocols, however, multi-cyclic protocols involve processes with more than one
incoming and one outgoing channel. Consequently, a relation between the set of fair reachable
global states and the set of reachable global states with the equal channel length property is no
longer adequate. We establish an alternate relation instead, identifying the fair reachable global
states of a multi-cyclic protocol as reachable global states in which per ring all channels are of equal
length. This ring-wise equal channel length property generalizes the equal channel length property
for cyclic protocols and ultimately provides the basis for proving that FRA is effective in deciding
deadlock-freedom for multi-cyclic protocols with finite fair reachability graphs.

Proposition 4.21
Let G be a global state of a multi-cyclic protocol P. If G ŒFP , then G satisfies the ring-wise equal
channel length property G:

"r Œ¬P "k Œ{1,º, |r|}: |ckk¨ (r, G)| = |ckk
Æ (r, G)|

Proof:""Let G0 f
u

æ Æ æ *  G. The proof is by induction on |u|, the number of fair transition-tuples in u. If
|u| = 0, then G  = G0 and G  holds trivially since all channels in G0 are empty. As induction
hypothesis, suppose the claim holds for |u| = m. Also, let G f

t
æ Æ æ  H for some t ŒF(G), then |ut| =

m+1. We show that the execution of t in G preserves G.
If t is a ring-tuple, then the execution of t either increases the length of each channel in r by one

when all transitions in t are send transitions, or decreases the length of each channel in r by one
when all transitions in t are receive transitions. Since all other channels remain unaffected, clearly,
in both cases G still holds in H.

If t is a channel-pair involving a simplex channel Cij , then the execution of t  preserves the
length of Cij , since the message transmission of process Pi is compensated by the message
reception of process Pj  . Since no other channel is affected, H satisfies G. "  

The next proposition provides more insight regarding the non-existence of fair transition-tuples
in a global state G. There must be at least one process without executable and enabled transitions at
G if F(G) = ∅.

Proposition 4.22

i) F(G) = ∅ fi "i ŒI: Ei(G) = ∅;

ii) F(G) = ∅ fi $i ŒI: Xi(G) = ∅.
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Proof:

i) Directly from definitions 4.6, 4.12 and 4.13;

ii) If F(G) = ∅, then "r Œ¬P $k Œ{1,º, |r|)}: Xk
-
k
Æ(r, G)  » Xk

+
k
¨(r, G)  = ∅, because otherwise

there exists a ring-tuple associated with r or a channel-pair associated with a channel in r.
Using the pigeon-hole principle, we must then have at least one process without executable
transitions at G. "  

From Proposition 4.22 we can further derive that a global state without fair transition-tuples implies
the existence of a deadlock or unspecified reception in a protocol.

Proposition 4.23
Let P be a multi-cyclic protocol and G ŒFP . If F(G) = ∅, then P contains a deadlock state or an
unspecified reception state.

Proof:""From Proposition 4.22.(ii), we have Xi(G) = ∅ for some i ŒI. Clearly, if "i ŒI: Xi(G) = ∅
then G is a non-progress state, and hence a deadlock state or an unspecified reception state. On the
other hand, if $i ŒI: Xi(G) ≠ ∅ it follows that $i, j ŒI: Xij(G) ≠ ∅  Ÿ Xj(G) = ∅, since otherwise
F(G) ≠ ∅. Let t ŒXij(G). If t is a receive transition, then |cj i| ≠ e and with G ŒFP ,by the ring-wise
equal channel length property we have |ck j| ≠ e, for some (k, j) ŒL. G must thus be an unspecified
reception state since Xj(G) = ∅. Alternatively, if t is a send transition then we either have G as an
unspecified reception state, in case |ci j| ≠ e, or we have the successor of G by t as an unspecified
reception state, in case |ci j| = e (since Ej(G) = ∅ by Proposition 4.22.(i)). "  

4.3 Deciding deadlock-freedom for multi-cyclic protocols

In this section we show that FRA, as presented in Section 4.2, provides the capability of deciding
deadlock-freedom for multi-cyclic protocols with finite fair reachability graphs. This result is
established by completely characterizing the fair reachable global state space of such a protocol.

4.3.1 A complete characterization of the fair reachable global state space

Proposition 4.21 proved that all fair reachable global states of a multi-cyclic protocol are reachable
global states satisfying the ring-wise equal channel length property. In order to show the converse,
we adopt the notion of partial fair execution sequence defined in [LM94, LM96].

Remark 4.24
Let P = ({Pi | i ŒI}, L) be a protocol and G0 s

æ Æ æ 
*  G. For ease of reference, the correspondence
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between s and its projections sDi on (the sets of transitions of) all processes Pi (see Notation 4.1)
will be indicated by s =D  {s1, s2,…, sn}. s is also called an execution sequence for G, and si the
local execution sequence of Pi with respect to (wrt for short) s.

Let G0 f
u

æ Æ æ *  G. The projection ‘Di’ is extended to sequences of fair transition-tuples in a
straightforward manner, by removing from each fair transition-tuple those transitions that are not in
Di  . Recall that a fair transition-tuple includes at most one transition per process, and hence the
projection of a fair transition-tuple on a process is unique. Thus, u also breaks down into a set of
local execution sequences, i.e. u =D  {u1, u2,…, un}. u is called a fair execution sequence for G. The
equivalence relation over execution sequences in Definition 4.2 then applies equally well to fair
execution sequences. Furthermore, by the well-definedness of f

æ Æ æ , for any fair execution sequence
one can always find an execution sequence with the same set of corresponding local execution
sequences. "  

Definition 4.25 defines a partial fair execution sequence for a reachable global state G  of a
multi-cyclic protocol as a “maximal fair prefix” of an execution sequence for G. A maximal fair
prefix of an execution sequence s =D  {s1, s2,…, sn} refers to a fair execution sequence with initial
sequences (prefixes) of s1, s2,…, sn as corresponding local execution sequences, being maximal in
the sense that it cannot be extended to a longer fair execution sequence by using the transitions in
the remaining suffixes of s1, s2,…, sn .

Definition 4.25
Let G and H be global states of a multi-cyclic protocol P = ({Pi | i ŒI}, L) such that G0 s

æ Æ æ 
*  H, G0

f
u

æ Æ æ *  G w
æ Æ æ æ 

*  H and "i ŒI: si = uiw i (i.e. ui Œpref(si) and wi Œsuf(si)). u is a partial fair execution
sequence for H wrt s iff $/  G¢: G f

æ Æ æ  G¢ *
æ Æ æ  H via the transitions in w. G is called a fair precursor

of H wrt s. "  

Proposition 4.26
Let G0 s

æ Æ æ 
*  G. A partial fair execution sequence for G wrt s is unique up to ≡.

Proof:""Suppose there exist u and u¢ such that G0 f
u

æ Æ æ *  H, G0 f
¢ u 

æ Æ æ æ *  H¢, u ≡/   u¢ and both u and u¢ are
partial fair execution sequences for G wrt s =

D  {s1, s2,…, sn}. By definition 4.25, for each i ŒI we
have ui  , ¢ u i  Œpref(si), and hence ui Œpref( ¢ u i ) or ¢ u i  Œpref(ui). Furthermore, $i ŒI: ui ≠ ¢ u i  since u

≡/   u¢, meaning that one of ui and ¢ u i  is in fact a proper prefix of the other, i.e. |ui| < | ¢ u i | or |ui| > | ¢ u i |.
The first case implies that H *

æ Æ æ  H¢ via the transitions remaining in u¢ after the execution of u, and
the second case implies that H¢ *

æ Æ æ  H via the transitions remaining in u after the execution of u¢.
Clearly, the two cases are symmetric and we consider therefore only |ui| < | ¢ u i |.

Once H is reached via u several transitions remain in u¢. No fair transition-tuple can be formed
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in H from these transitions, because otherwise u is not a partial fair execution sequence for G wrt s.
That is, H *

æ Æ æ  H¢ but not H f
æ Æ æ 

*  H¢ via the transitions remaining in u¢ after the execution of u.
However, this contradicts the supposition that u¢ is a fair execution sequence for H¢. As a result, if u

and u¢ are both partial fair execution sequences for G wrt s, then u ≡ u¢. "  

The uniqueness up to ≡  of the partial fair execution sequence for G  wrt s immediately implies
the"uniqueness of the fair precursor of G wrt s. Henceforth, they are denoted by pfs(G, s) and fp(G,
s), respectively. Since pfs(G, s) is actually “built” from the set of local execution sequences {s1,
s2,…, sn} corresponding to s, uniqueness of pfs(G, s) and fp(G, s) extends to all execution
sequences that are equivalent to s.

Corollary 4.27
Let G0 s

æ Æ æ 
*  G. If s ≡ w, then pfs(G, s) ≡ pfs(G, w) and fp(G, s) = fp(G, w). "  

Example 4.28
Consider again the protocol described in Figure 4.3. It is not difficult to check that the global state
G = (·10, 21, 32, 40Ò, ·a, b, e, d, eÒ) is reachable via all (equivalent) execution sequences s for G with
the following local execution sequences:

s1 = (10, –a, 11) (11, +c, 10)

s2 = (20, –b, 21)

s3 = (30, –c, 31) (31, –d, 32)

s4 = e

We also have pfs(G, s) =D  {(10, –a, 11), s2, (30, –c, 31), s4} and fp(G, s) = (·11, 21, 31, 40Ò, ·a, b, c,
e, eÒ) ≠ G. G is thus not fair reachable. "  

The following lemmas prove some properties of fp(G, s) and provide the basis for establishing
the converse of Proposition 4.21, i.e. each reachable global state of a multi-cyclic protocol with the
ring-wise equal channel length property is a fair reachable global state.

Lemma 4.29
For a multi-cyclic protocol, let G0 s

æ Æ æ 
*  G and fp(G, s) w

æ Æ æ æ 
*  G with wi Œsuf(si) for all i ŒI, and

denote by ti
fp  the first transition of wi when |wi| > 0. If ti

fp  ŒDi j , for some j ŒI, then either |wj| = 0 or
(|wj| > 0 and tj

fp  œDj i).

Proof:""Denote fp(G, s) by Gfp and observe that any ti
fp  that is not executable at Gfp must be
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potentially executable at Gfp, since otherwise it cannot be the case that Gfp w
æ Æ æ æ 

*  G. Thus, there are
two cases to consider, in which we prove that tj

fp  œDj i if |wj| > 0:

i) ti
fp  ŒPij(Gfp)

Let |wj| > 0, then tj
fp  exists. If ti

fp  Œ Pij
+(G fp) , then cj i

fp  = e and hence tj
fp  œ Xji

+(G fp) , because
either (i, j) œL or ci j

fp  = e from the fact that Gfp satisfies the ring-wise equal channel length
property G. Also, tj

fp  œ Xji
– (G fp)  » Pji(Gfp) since otherwise · tj

fp , ti
fpÒ is a channel-pair in Gfp

(i.e. tj
fp  Œ Xji

– (G fp)  involves the matching message and ti
fp  is thus enabled at Gfp by tj

fp), or w

is not an execution sequence from Gfp to G (i.e. ti
fp  and tj

fp  are both potentially executable and
processes Pi and Pj are thus waiting for each other to proceed, or tj

fp  involves a “wrong”
message and hence process Pi cannot proceed).

Similarly, if ti
fp  Œ Pij

-(G fp)  then |ci j
fp | = Bij and hence tj

fp  œ Xji
– (G fp) , since either (j, i) œL

or |cj i
fp | = Bji from the fact that Gfp satisfies G and that all the channels in a ring have equal

bounds (condition (iii) of Definition 4.10). Also, tj
fp  œ Xji

+(G fp)  » Pji(Gfp) since otherwise
· tj

fp , ti
fpÒ is a channel-pair in Gfp (i.e. ti

fp  is enabled by tj
fp  Œ Xji

+(G fp) ), or w  is not an
execution sequence from Gfp to G (i.e. ti

fp  and tj
fp  are both potentially executable).

ii) ti
fp  ŒXij(Gfp)

Again, let |wj| > 0 then tj
fp  exists and tj

fp  œXji(Gfp), because otherwise ti
fp  and tj

fp  form a ring-
tuple or a channel-pair in Gfp. Also, tj

fp  œPji(Gfp) by arguments akin to case (i). "  

Lemma 4.30
For a multi-cyclic protocol, let G0 s

æ Æ æ 
*  G and fp(G, s) w

æ Æ æ æ 
*  G with wi Œsuf(si) for all i ŒI, and

denote by ti
fp  the first transition of wi when |wi| > 0. If fp(G, s) ≠ G, then

i) $i ŒI: |wi| > 0;

ii) $i ŒI: |wi| = 0;

iii) $i, j ŒI: ti
fp  ŒDi j Ÿ |wj| = 0.

Proof:

i) Directly from the fact that fp(G, s) ≠ G;

ii) Suppose that "i ŒI: |wi| > 0, then upon reaching fp(G, s) at least the transition ti
fp  in each w i

remains to be executed before reaching G. From Lemma 4.29, we have "r Œ¬P , |r| = 2: t1
fp(r)

œD12(r, fp(G, s)) ⁄ t2
fp(r)  œD21(r, fp(G, s)). Moreover, by repeatedly applying this lemma it

also follows that "r Œ¬P , |r| > 2, $k Œ{1,º, |r|)}: tk
fp(r)  œDkk

Æ (r, fp(G, s)) » Dkk
¨ (r, fp(G, s)),

since otherwise there exists a ring-tuple or a channel-pair in fp(G, s) associated with (a
channel in) r (cf. the proof of Proposition 4.22), or w is not an execution sequence from fp(G,
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s) to G. However, by the pigeon-hole principle, it must then be the case that at least one of the
w i’s is empty in fp(G, s). Contradiction;

iii) Similar to the proof of (ii), using the results of (i) and (ii). "  

Proposition 4.31
Let G be a global state of a multi-cyclic protocol P. If G satisfies the ring-wise equal channel length
property G, then G ŒFP .

Proof:""Let G0 s
æ Æ æ 

*  G and recall that fp(G, s) is fair reachable and satisfies G. Trivially, G is fair
reachable if fp(G, s) = G. We prove that fp(G, s) ≠ G is impossible, by contradiction.

As in the previous lemmas, let fp(G, s) w
æ Æ æ æ 

*  G with w i Œsuf(si) for all i ŒI, and denote by ti
fp

the first transition of wi when |wi| > 0. Since fp(G, s) ≠ G, by Lemma 4.30.(iii) there exist i, j ŒI
such that ti

fp  ŒDi j and |wj| = 0. There are two cases to consider:

i) ti
fp  is a send transition

Let r Œ¬P such that (i, j), (j, k) Œr. The execution of ti
fp  increases the length of channel Cij .

However, since |wj| = 0 the length of Cij is not decreased and the length of channel Cj k is not
increased along w. Hence, |ci j

G | > |cjk
G |;

ii) ti
fp  is a receive transition

Let r Œ¬P such that (k, j), (j, i) Œr. The execution of ti
fp  decreases the length of channel Cji .

However, |wj| = 0 the length of Cji is not increased and the length of channel Ck j is not
decreased along w. Hence, |c j i

G | < |ckj
G |.

Thus, in both cases there exists a ring whose channels are not all of equal length in G, which
contradicts the fact that G satisfies G. "  

Theorem 4.32
For a multi-cyclic protocol P, FP is exactly the set of reachable global states with the ring-wise
equal channel length property G.

Proof:""Directly from propositions 4.21 and 4.31. "  

Theorem 4.32 thus gives a complete characterization of the fair reachable global state space of a
multi-cyclic protocol. An important implication of this characterization is that the generalized fair
reachability relation is consistent with the notion of fair execution sequence in the following sense:
if a global state is fair reachable, then it is fair reachable via all its execution sequences. This is
stated in the next proposition.
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Proposition 4.33
For a multi-cyclic protocol P, let G0 s

æ Æ æ 
*  G. G ŒFP iff pfs(G, s) =D  {s1, s2,…, sn}.

Proof:""The “if” part follows directly from Definition 4.25. The “only-if” part is analogous to the
proof of Proposition 4.31. Since G is fair reachable it satisfies the ring-wise equal channel length
property G. Hence, it must be the case that pfs(G, s) =D  {s1, s2,…, sn} and fp(G, s) = G. "  

Corollary 4.34
For a multi-cyclic protocol P, let G, H ŒFP . If G *

æ Æ æ  H, then G f
æ Æ æ 

*  H. "  

4.3.2 Deadlock detection by FRA

For multi-cyclic protocols with finite fair reachability graphs, the decidability of deadlock-freedom
by FRA follows directly from Theorem 4.32. Each stable state and hence each deadlock state of a
multi-cyclic protocol trivially satisfies the ring-wise equal channel length property G and is thus fair
reachable. In order to detect all deadlock states it suffices then to explore the fair reachable global
state space of the protocol. Clearly, any algorithm performing this task can terminate only if the
number of fair reachable global states is finite (see Figure 4.2).

Corollary 4.35
Each stable state of a multi-cyclic protocol is fair reachable. "  

Corollary 4.36
Deadlock-freedom for a multi-cyclic protocol P is decidable if FP is finite. "  

Naturally, FP is finite for bounded multi-cyclic protocols since FP Õ  RP . However, since the
boundedness of channels is undecidable [BZ83] (cf. Chapter 2) it is not surprising that finiteness
of FP is also undecidable in general.

Theorem 4.37
It is undecidable whether the fair reachability graph of a multi-cyclic protocol is finite.

Proof:""The proof is analogous to the one given in [LM94a] for cyclic protocols. That is, since
boundedness detection is decidable for two-process protocols with finite fair reachability graphs
[GH85], the adverse assumption of Theorem 4.37 would directlly imply a decision procedure for
boundedness detection of two-process protocols in general [LM94a], in contradiction with the
result established in [BZ83]. Finiteness of the fair reachability graph of a two-process protocol is
thus undecidable. It is evident that this result then holds for multi-cyclic protocols in general. "  
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As pointed out in Chapter 2, it is at least of theoretical interest to identify classes of protocols
for which verification problems such as deadlock-freedom are decidable [BZ83, Pac87, Fin88,
Oku88, PP90, CR93, LM94, LM96]. Regarding FRA this raises the question of whether conditions
exist that are necessary and sufficient for multi-cyclic protocols to have a finite fair reachability
graph. We continue this section by studying the effect of bounded channels on the decidability of
deadlock-freedom by FRA. Results established earlier in this respect for cyclic protocols [GH85,
LM94a, LM96] are generalized to multi-cyclic protocols.

Definition 4.38
Let P be a multi-cyclic protocol. A ring r Œ¬P is bounded iff $(i, j) Œr: Cij is bounded. "  

Proposition 4.39
For a multi-cyclic protocol P, FP is finite if "r Œ¬P : r is bounded.

Proof:""Suppose that FP is infinite. Certainly, F(G) is a finite set for any fair reachable global state
G since each process has a finite number of transitions. Together with the infiniteness of FP this
implies the existence of an infinite sequence of fair transition-tuples u = Q0

 f
t 1

æ Æ æ æ 
 Q1

 f
t 2

æ Æ æ æ … , such
that Q0 = G0 and "k, l Œ{1, 2, … }: Qk  ≠ Ql if k ≠ l. Since each process has only finitely many
states and messages, there must thus be a channel whose length increases unboundedly along u. Let
this unbounded channel be Cij, with (i, j) Œr for some r Œ¬P 

. Since the ring-wise equal channel
length property is preserved along u, it follows that r is unbounded. Contradiction. "  

Proposition 4.39 implies that FRA decides deadlock-freedom for a multi-cyclic protocol if each
ring in the protocol contains at least one bounded channel. As this condition does not preclude the
existence of unbounded channels, interestingly, FRA is effective not only for bounded multi-cyclic
protocols but also for certain unbounded multi-cyclic protocols. Still, the absence of unbounded
rings does not give a precise characterization of these protocols since it is not a necessary condition
for the finiteness of FP . One can readily find a multi-cyclic protocol with an unbounded ring and a
finite fair reachability graph. For instance, the two-process protocol in Figure 4.4 has a finite fair
reachability graph although the ring {(1, 2), (2, 1)} is unbounded. From both fair reachable global
states (·11, 22Ò, ·e, eÒ) and (·12, 21Ò, ·e, eÒ) there exists an infinite execution sequence causing
unboundedness of channel C21 and C12 , respectively. Note that there is only one deadlock state,
namely the fair reachable global state (·11, 21Ò, ·e, eÒ).

For a cyclic protocol, the absence of simultaneous unboundedness proved to be both necessary
and sufficient for its fair reachability graph to be finite [LM94a, LM96]. This condition is weaker
than the one in Proposition 4.39 applied to cyclic protocols, allowing in principle all channels to be
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P1 P2

P1

–a +c

+c –b

11 12

10
start

P2

–c +a

+a –d

20

2221

start

(·10, 20 Ò, ·e, eÒ)

(·12, 21Ò, ·e, eÒ)(·11, 22 Ò, ·e, eÒ)

·–a, –cÒ

·–c, +cÒ·–a, +aÒ

·+c, +aÒ

(·11, 21 Ò, ·a, cÒ)

(·11, 21Ò, ·e, eÒ)

Figure 4.4""A multi-cyclic protocol with a finite fair reachability graph and an unbounded ring.

unbounded. In the rest of this section, we generalize the notion of simultaneous unboundedness to
multi-cyclic protocols and show that it is no longer a necessary condition (but still sufficient) for
finiteness of the fair reachability graph of a multi-cyclic protocol. For ease of comprehension, we
define weak boundedness as the complementary notion of simultaneous unboundedness.

Definition 4.40
Let P = (P, L) be a multi-cyclic protocol. A ring r Œ¬P is weakly bounded iff $K ≥  0 such that
"G"ŒRP $(i, j) Œr: |ci j

G | £ K. "  

Intuitively, a ring is weakly bounded if at all times (i.e. in all reachable global states) one of its
channels does not hold more than a fixed, bounded number of messages. Note that this indeed
allows all channels to be unbounded, and that a ring is weakly bounded if it is bounded.

Proposition 4.41
For a multi-cyclic protocol P, FP is finite if "r Œ¬P : r is weakly bounded.

Proof:""Suppose that FP is infinite. Akin to the proof of Proposition 4.39, it follows that there is an
infinite fair execution sequence along which the lengths of all channels in some ring r  Œ¬P

increase unboundedly. Hence, r is not weakly bounded. Contradiction. "  
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Unfortunately, unlike for cyclic protocols, the class of multi-cyclic protocols with all rings
weakly bounded does not match the class of multi-cyclic protocols with finite fair reachability
graphs. This is witnessed by the protocol given in Figure 4.5, which has the same topology graph
as the one in Figure 4.3 but the processes are somewhat modified. It is not difficult to see that ring
r2 = {(3, 4), (4, 3)} is not weakly bounded while the fair reachability graph is finite.

·–a, +aÒ

·–a, +aÒ

·–a, –b, –cÒ

(·10, 20, 30, 40 Ò, ·e, e, e, e, eÒ)

·–d, –eÒ

·+e, +dÒ

·–d, –eÒ

·–a, +aÒ (·10, 21, 33, 40 Ò, ·a, b, c, e, eÒ)

·–a, +aÒ(·10, 21, 32, 41 Ò, ·a, b, c, d, eÒ)

(·10, 21, 30, 41 Ò, ·a, b, c, d, eÒ)

(·10, 21, 31, 40 Ò, ·a, b, c, e, eÒ)

+a

21

20

–b

start

P2

–a

10
start

P1

40

41

–e+d

start

P4

30

–d

+e

start

P3

–c

–d
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3233

Figure 4.5""A multi-cyclic protocol with a finite fair reachability graph and a ring that is not weakly bounded.

4.4 FRA beyond multi-cyclic protocols

While striving towards a further generalization of FRA to protocols with arbitrary communication
topologies, it is easily understood that the ring-wise equal channel length property satisfied by the
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fair reachable global states of multi-cyclic protocols is generally too tight an invariant. For instance,
for a protocol with two non-disjoint rings r1 and r2 (i.e. r1 and r2 share at least one channel and the
protocol is thus not multi-cyclic) it is clear that the execution of a ring-tuple associated with r1 at a
global state where all channels in r1 and r2 have the same length leads to a global state in which the
channels in r2 are no longer of equal length. In this section we present an extended fair reachability
relation that induces a more general invariant among the corresponding fair reachable global states
of any protocol, irrespective of the communication topology: for each process, the total length of the
contents of its incoming channels equals that of its outgoing channels. The ring-wise equal channel
length property established for multi-cyclic protocols is then a special case of this so-called I/O
equilibrium property. However, for a distinctive class of protocols we also show that not all
reachable global states with the I/O equilibrium property, including deadlock states, are necessarily
fair reachable. It is the apprehension of this conflicting result that leaves us to conjecture that FRA
is inherently infeasible beyond multi-cyclic protocols.

4.4.1 Further generalizing the fair reachability relation

In order to deal with protocols of arbitrary topologies, we certainly need to relax the unidirectional
ring concept of Definition 4.9 since there are in principle no restrictions on the link structures of
these protocols. The more flexible concept of pseudo ring is introduced instead, which appears
fundamental both in extending the fair reachability relation and in recognizing the inherently limited
applicability of FRA. A pseudo ring represents a closed loop of simplex channels, like a ring, but it
abstracts from the direction of the channels.

Definition 4.42
Let P = ({Pi | i ŒI}, L) be a protocol. A pseudo ring in P is a set {(i1, i2), (i2, i3),…, (ij– 1, ij),
(ij,"i1)}, 2 £ j £ |I|, such that "k, l Œ{1, 2,º, j}: k ≠ l fi ik  ≠ il and

"k Œ{1, 2,º, j}: (ik , ikÆ ) ŒL ⁄ (ikÆ , ik) ŒL if j > 2

(i1, i2) ŒL Ÿ (i2, i1) ŒL if j = 2

The set of all pseudo rings in P is denoted by ℘P . "  

A pseudo ring can thus be viewed as an undirected cycle in the undirected version of the topology
graph of a protocol. Clearly, each ring is a pseudo ring but not vice versa. Examples of protocols
containing pseudo rings that are not rings are depicted in Figure 4.6. The leftmost protocol consists
of one pseudo ring {(1, 2), (2, 3), (3, 1)} and no ring. The protocol in the center has three pseudo
rings, viz. {(1, 2), (2, 3), (3, 1)}, {(1, 4), (4, 3), (3, 1)} and {(1, 2), (2, 3), (3, 4), (4, 1)}. The latter is
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not a ring. Finally, the protocol on the right contains as many as 11 pseudo rings, six of which are
not rings.

P2 P3

P1

P2 P3

P1 P4

P2 P3

P1

Figure 4.6""Protocols with pseudo rings that are not rings.

Based on pseudo-rings instead of rings, the next two definitions generalize Definition 4.12 and
Definition 4.14, respectively.

Definition 4.43
Let G be a global state of a protocol P. A pseudo-ring-tuple in G is a tuple ·tk(r)Òk Œ{1,º, |r|)}, for
some r Œ℘

P , satisfying one of the following two conditions:

• "k Œ{1,º, |r|}: tk(r) ŒXkkÆ (r, G);

• "k Œ{1,º, |r|}: tk(r) ŒXkk
¨ (r, G). "  

Every pseudo-ring-tuple pertains to some pseudo ring r Œ℘
P , containing one executable transition

of each process involved in r. As opposed to ring-tuples, pseudo-ring-tuples may have a mixture of
send and receive transitions provided that for each process the respective transition acts on the
process’ clock-wise neighbor in r, or for each process the transition acts on the counter-clock-wise
neighbor in r. Channel-pairs carry over naturally without modification, i.e. they are defined as in
Definition 4.13.

Definition 4.44
Let G be a global state of a protocol P. A generalized fair transition-tuple in G is a pseudo-ring-
tuple in G or a channel-pair in G. The set of all generalized fair transition-tuples in G is denoted by
F*(G). "  

A linearization of a generalized fair transition-tuple is defined exactly as in Definition 4.11, i.e.
the order of execution of the transitions in an pseudo-ring-tuple is again arbitrary. Since any two
such linearizations are equivalent and lead to the same global state (cf. Proposition 4.16), the
following fair reachability relation is also well-defined.
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Definition 4.45
Let G and H be global states of a protocol P. G  f *

æ Æ æ æ  H  iff $t  ŒF*(G) with g  Œlin(t) such that
G!

g
æ Æ æ 

*
 H. This is also denoted by G f *

æ Æ æ æ 
t  H. "  

Definition 4.46
Let G and H be global states of a protocol P, and denote by f *

æ Æ æ æ *  the reflexive and transitive
closure of f *

æ Æ æ æ . H is (generalized) fair reachable from G iff G f *
æ Æ æ æ *  H. When G = G0, H is said

to be (generalized) fair reachable. The set of all generalized fair reachable global states of P is
denoted by FP

* . For a sequence of generalized fair transition-tuples u = t1t2…tm  , G  f *
æ Æ æ æ *u  H

denotes the existence of global states Q0,…, Qm such that G = Q0
 f *

æ Æ æ æ 
t 1

 Q1
 f *

æ Æ æ æ 
t 2 … f *

æ Æ æ æ 
t m

 Qm = H. "  

Proposition 4.47
FP Õ FP

*  Õ RP

Proof:""For any global state G we have F(G) Õ F*(G), in particular because each ring-tuple is a
pseudo-ring-tuple. This implies FP Õ FP

* . The inclusion FP
*  Õ RP holds by definition of f *

æ Æ æ æ * . "  

Clearly, for multi-cyclic protocols we have FP = FP
*  since every pseudo ring is then a ring (and

vice versa). The relation f *
æ Æ æ æ *  yields the anticipated result that all generalized fair reachable global

states are reachable global states in which for each process the total length of its incoming channels
is equal to that of its outgoing channels.

Proposition 4.48
Let G be a global state of a protocol P. If G ŒFP

* , then G satisfies the I/O equilibrium property Y:

"i Œ I: |c j i
G |j , ( j ,i)ŒLÂ = | ci j

G |j, ( i, j )ŒLÂ

Proof:""The proof is similar to the inductive proof of Proposition 4.21. Let G0 f *
æ Æ æ æ *u G. If |u| = 0,

then G = G0 and Y holds trivially since all channels in G0 are empty. As induction hypothesis
suppose the claim holds for |u| =  m, and let G  f *

æ Æ æ æ 
t  H  for some t  ŒF*(G). We show that the

execution of t in G preserves Y. Since the execution of a channel-pair does not alter the length of
the channel involved (Proposition 4.21), we only need to consider the case where t  is a pseudo-
ring-tuple, i.e. t Œ

  
XkkÆ(r, G)k Œ{1,K,|r|}’  or t  Œ

  
Xkk¨(r, G )k Œ{1,K,|r|}’  for some r  Œ℘

P . Both these
alternatives are symmetric so we regard only one. Let t = ·tk(r)Òk Œ{1,º, |r|} Œ

  
XkkÆ(r, G)k Œ{1,K,|r|}’ ,

then for each k there are four cases:

i) tk¨ (r) Œ Xk
-
k

¨ (r, G)  and tk(r) Œ Xk
-
k
Æ(r, G)

The execution of tk
¨ (r) and tk(r) at G increases both |ckk¨ (r, G)| and |ckk

Æ (r, G)|, while all other
channels incident to process Pk(r) remain unchanged;
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ii) tk¨ (r) Œ Xk
-
k

¨ (r, G)  and tk(r) Œ Xk
+
k
Æ(r, G)

The execution of tk
¨ (r) and tk(r) at G increases |ckk¨ (r, G)| and decreases |ckkÆ (r, G)|, while all

other channels incident to process Pk(r) remain unchanged;

iii) tk¨ (r) Œ Xk
+
k

¨ (r, G )  and tk(r) Œ Xk
-
k
Æ(r, G)

The execution of tk
¨ (r) and tk(r) at G decreases |ckk

¨ (r, G)| and increases |ckk
Æ (r, G)|, while all

other channels incident to Pk(r) remain unchanged;

iv) tk¨ (r) Œ Xk
+
k

¨ (r, G )  and tk(r) Œ Xk
+
k
Æ(r, G)

The execution of tk
¨ (r) and tk(r) at G decreases both |ckk

¨ (r, G)| and |ckkÆ (r, G)|, while all other
channels incident to process Pk(r) remain unchanged.

It is not difficult to see that in each of these cases the total length of the incoming channels of
process Pk(r) in H still equals that of its outgoing channels. Since this holds for all k, i.e. for all
processes involved in r, and since no channel incident to processes not involved in r are affected by
t, H satisfies Y. "  

Despite this result and unlike the case for multi-cyclic protocols, FRA based on f *
æ Æ æ æ *  is inadequate

for detecting deadlocks of protocols in general. This is evidenced in the next section, where we
advocate that FRA is feasible only for a characteristic class of protocols. Each reference to the
notion of fair reachability, either direct or indirect, is henceforth meant in the context of f *

æ Æ æ æ * .

4.4.2 Fair-formed protocols

The notion of pseudo ring plays an important role in identifying the boundary between protocols
that are amenable and those that are not amenable to FRA. To ensure complete deadlock detection
by FRA each pseudo ring in a protocol must be a ring and, in case of a protocol with prebounded
channels, each ring must be such that all its channels have equal bounds (cf. Definition 4.10).

Definition 4.49
A protocol P is fair-formed iff "r Œ℘

P : r Œ¬P Ÿ "(i, j), (k, l) Œr: Bij = Bk l . "  

To show that there exist indeed protocols that are not fair-formed in which not all deadlock
states are fair reachable, consider the protocols in Figure 4.7. The protocol on the left is not fair-
formed because the pseudo ring {(1, 2), (2, 3), (3, 1)} is not a ring, while the protocol on the right is
not fair-formed because B12 ≠ B21 . It is easy to see that both protocols have one deadlock state (i.e.
(·12, 22, 32Ò, ·e, e, eÒ) and (·14, 24Ò, ·e, eÒ)), but these states are not fair reachable. These two
examples indicate a general problem with protocols that are not fair-formed. In a fair reachable
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Figure 4.7""Undetected deadlocks in protocols that are not fair-formed.

global state of any such protocol all processes involved in some pseudo ring may have transitions
left whose execution provides the only means to reach a particular deadlock state. However, a
pseudo-ring-tuple cannot be constructed because some of the initial transitions are not yet
executable but rather potentially executable. For instance, the first protocol in Figure 4.7 cannot
make any “fair progress” at all because transition (30, +b, 31) is potentially executable at the initial
global state. Similarly, the second protocol in Figure 4.7 cannot continue to make “fair progress”
once it has reached the fair reachable global state (·11, 21Ò, ·a, cÒ) because transition (11, –b, 12) is
then potentially executable. Unfortunately, there is no resolute way to anticipate if situations like
this will occur. That is, static information alone is fundamentally insufficient to predict accurately
the dynamic evolution of a protocol behavior.

Fair-formedness appears thus necessary in general to detect all deadlocks by FRA. Envisioning
the I/O equilibrium property Y  as the most general global invariant conceivable among the fair
reachable global states of a protocol then justifies the following conjecture.
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Conjecture 4.50
FRA is infeasible for deciding deadlock-freedom for protocols that are not fair-formed. "  

The conjecture is advocated by the principle nature of FRA, forcing at each step at least two
processes to make progress in order to preserve a global channel invariant. We advocate that the
relation f *

æ Æ æ æ *  is most general in this respect. Apart from channel-pairs, tuples of transitions which
are to be considered for fair progress must at least be such that the processes involved are cyclically
linked irrespective of the orientation of the links, because otherwise any intended invariant over fair
reachable global states is easily violated. This requirement is indeed satisfied in the most flexible
way by pseudo-ring-tuples, which allow a mixture of send and receive transitions based on the
abstraction of the direction of channels in a pseudo ring. As a philosophical argument, one should
observe that FRA never degrades to conventional reachability analysis except in the trivial case of a
completely inactive protocol which has no executable transitions at all. Presumably, the price paid
for this aptitude is the infeasibility of FRA beyond fair-formed protocols. In chapter 5 we will
present a relief strategy that is indeed not as powerful as FRA for deadlock detection, but it does not
put topological constraints on the protocols either.

We complete the present discussion by studying the types of link structures subsumed by fair-
formedness. Certainly, the results obtained thus far indicate that the class of fair-formed protocols
includes all multi-cyclic protocols. It turns out that the multi-cyclic protocols are in fact precisely
those fair-formed protocols whose topology graphs are strongly connected (see Figure 4.8). We
call a protocol with a strongly connected topology graph a strongly connected protocol for short.

FAIR–FORMED

MULTI-CYCLIC

STRONGLY CONNECTED

Figure 4.8""A structural classification of protocols with respect to FRA.

Proposition 4.51
A strongly connected protocol is fair-formed iff it is multi-cyclic.

Proof:""Note that the second requirement for fair-formedness coincides with condition (iii) for
multi-cyclic protocols in Definition 4.10. Hence, for the “if” part it remains to be shown that every
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pseudo ring in a multi-cyclic protocol P = (P, L) is a ring. Suppose $r Œ℘
P : r œ¬P , then |r| ≥ 3

and $k Œ{1, 2,…, |r|}: (k, k
Æ

), (k, k
¨

) Œr. That is, process Pk(r) has no incoming channels pertaining
to r. Let Pk(r) = Pi  , Pk

Æ (r) = Pj and Pk
¨ (r) = Pl  , where (i, j), (i, l) ŒL. Since P is strongly connected

there is a path p in TGP from vertex j to vertex i, and r1 = {(i, j)} » {(v, v¢) | (v, v¢) is an edge in p}
Œ¬P . Similarly, there exists a path p¢ in TGP from vertex l to vertex j, and r2 = {(i, l)} » {(v, v¢) | (v,
v¢) is an edge in p¢ or p} Œ¬P . Clearly, r1 « r2 = {(v, v¢) | (v, v¢) is an edge in p} ≠ ∅ violating
condition (ii) of Definition 4.10, i.e. P is not multi-cyclic. Contradiction.

For the “only-if” part it suffices to prove that all rings in P  are disjoint. Again by
contradiction, suppose that $r, r¢ Œ¬P 

: r ≠ r¢ Ÿ r « r¢ ≠ ∅. There are two cases to consider:

i) the incidences in r « r¢ form a path in TGP of length |r « r¢|

It follows readily that (r » r¢) – (r « r¢) is a pseudo ring, but not a ring in P. This contradicts
the fact that P is fair-formed;

ii) the incidences in r « r¢ do not form a path in TGP of length |r « r¢|

In this case $(i, j), (k, l) Œr « r¢, i ≠ k, l: and j ≠ k, l, such that r « r¢ contains no incidence
belonging to a path in TGP from vertex j to vertex k. Since r, r¢ Œ¬P 

, there must thus be two
paths p and p¢ in TGP from vertex j to vertex k which have no edge in common. As a result,
{(v, v¢) | (v, v¢) is an edge in p or p¢} is a pseudo ring, but not a ring in P. Contradiction. "  

It is immediate from the proof of Proposition 4.51 that the presence of non-disjoint rings prevents
any protocol from being fair-formed.

Corollary 4.52
A protocol P is not fair-formed if $r, r¢ Œ¬P 

: r ≠ r¢ Ÿ r « r¢ ≠ ∅. "  

The practical significance of this result is that it can provide an efficient way to find out that a given
protocol is not fair-formed and thus not suited for FRA. Of course, deciding fair-formedness in
general is linear in the number of pseudo rings in the protocol, which in turn is exponential in the
number of processes in the protocol in the worst case.

Examples of fair-formed protocols that are not strongly connected are illustrated in Figure 4.9.
The protocols described by Figure 4.9.(a) have no pseudo rings and qualify trivially as fair-formed
protocols. Note that any fair transition-tuple in a global state of such a protocol must be a channel-
pair and, consequently, each fair reachable global state is a reachable global state with all channels
empty. Figures 4.9.(b) and 4.9.(c) describe fair-formed protocols resulting from the composition of
multi-cyclic protocols and the fair-formed protocols of Figure 4.9.(a). These types of protocols are
of little practical use due to the limited end-to-end connectivity.
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Figure 4.9""Fair-formed protocols that are not strongly connected.

4.5 FRA beyond deadlock detection

Now that we have advocated the infeasibility of FRA beyond the class of multi-cyclic (or actually
fair-formed) protocols, let us return the focus to multi-cyclic protocols. In section 4.3 we showed
that all the deadlock states of a multi-cyclic protocol can be detected by FRA, provided of course
that the resulting fair reachability graph of the protocol is finite. A problem that remains is whether
FRA can serve also as a relief strategy for the detection of other logical design errors, such as non-
executable transitions and unspecified receptions. It appears that the fair reachability graph of a
multi-cyclic protocol is by itself not sufficient for this purpose, primarily because it does not
guarantee the exposure of all reachable process states (i.e. those process states that occur in some
reachable global state) of the different processes in the protocol. This was already observed for two-
process protocols by Gouda & Han [GH85]. Yet, they showed that for a two-process protocol with
a finite fair reachability graph, all the reachable process states can in fact be uncovered through a
finite extension of this graph. In [LM94b, LM96], Liu & Miller extended that result to general
cyclic protocols. Based on the idea presented in [GH85], they devised an extension procedure to
solve the following two reachability problems for the class of cyclic protocols with a finite fair
reachability graph:

P-I Given a process state s of a process Pi  , determine whether s is reachable, and

P-II Given a process state s of a process Pi and a message m  from some process Pj to Pi  ,
determine whether (s, m) is reachable.
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Precisely, problem P-I amounts to checking whether there exists a reachable global state G  such
that si

G  = s, and problem P-II amounts to checking whether there exists a reachable global state G
such that si

G  = s and front(cj i
G ) = m. The relevance of these two reachability problems in the context

of cyclic protocols is that for every such protocol P with a finite fair reachability graph it holds that:

i) the detection of unboundedness is decidable for P if P-I is decidable for P,

ii) the detection of unspecified receptions is decidable for P if P-II is decidable for P, and

iii) the detection of non-executable transitions is decidable for P if P-I and P-II are decidable for
P.

The validity of (ii) and (iii) follows directly from the definitions of an unspecified reception and a
non-executable transition in Chapter 2. Note that they hold for all protocols, although (iii) actually
relies on the implicit assumption that the simplex channels in a protocol are not prebounded (see
Section 2.5.1 and footnote 4). Indeed, the executability of any send transition (s, –m, s¢) is then
independent of the channel contents (a channel is never full), and hence it is executable if process
state s is reachable. The validity of (i) stems from the property that a cyclic protocol P with a finite
fair reachability graph is unbounded if and only if at least one of its processes has a reachable
sending cycle, which was proven in [LM94b, LM96]. A reachable sending cycle of a process Pi is
defined as a cycle of all send transitions in the process graph of Pi  , such that one of the process
states in this cycle is reachable. Hence, deciding unboundedness for P reduces to deciding the
existence of a reachable sending cycle for P, which in turn reduces to deciding P-I for P.

For cyclic protocols, FRA has thus already proved useful as a relief strategy beyond deadlock
detection. That is, given a cyclic protocol with a finite fair reachability graph (and no prebounded
channels), one can “cleverly” extend this graph using the procedure proposed in [LM94b, LM96]
to uncover all reachable process states s and all reachable process state/message pairs (s, m), and
hence to detect unboundedness and all non-executable transitions and all unspecified receptions.
The ensuing question is then whether the same can be accomplished for multi-cyclic protocols in
general. In particular, can an extension procedure be devised for the class of multi-cyclic protocols
that have a finite fair reachability graph? Unfortunately, we have not succeeded to get to such a
result. Nevertheless, in order to disclose our efforts, it is illustrated in this section that the extension
procedure proposed in [LM94b, LM96] seems unsuited for generalization to multi-cyclic protocols,
due to the possible interaction dependencies that may arise among processes in different rings in
these protocols. (In contrast to a cyclic protocol, a multi-cyclic protocol can have “connector”
processes with multiple input and output channels that link processes in different rings). We will
unfold our findings by discussing an attempt to adapt the extension procedure for cyclic protocols
to the subclass of multi-cyclic protocols whose topology is a daisy-chain (see Figure 4.1).
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Before we address in further detail the work in [LM94b, LM96], let us forthwith establish that
for multi-cyclic protocols the decidability of the above reachability problem P-I does not imply the
decidability of boundedness detection, unlike for cyclic protocols. The class of cyclic protocols that
are bounded equals the class of cyclic protocols with a finite fair reachability graph that have no
reachable sending cycle [GH85, LM94b, LM96], but the same does not hold for multi-cyclic
protocols in general. This is formulated as a proposition below.

Proposition 4.53
For the class of multi-cyclic protocols with a finite fair reachability graph, the absence of reachable
sending cycles is not a sufficient condition for boundedness.

Proof:""The multi-cyclic protocol in Figure 4.10, with a ŒM12, b ŒM21, c ŒM23 and d  ŒM32,
proves the proposition. Indeed, one can readily check that the fair reachability graph of this protocol
is finite. It consists of 7 fair reachable global states and 7 global state transitions (i.e. fair transition-
tuples). Clearly, there is no reachable sending cycle, but yet the protocol is unbounded as message c
can be sent infinitely many times without being received (i.e. channel C23 is unbounded). "  
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Figure 4.10""An unbounded multi-cyclic protocol with a finite fair reachability graph and no reachable sending cycle.

Thus, even if one were to devise a procedure that decides P-I for a multi-cyclic protocol by finite
extension of its fair reachability graph, this would not enable boundedness detection for multi-cyclic
protocols. Solving P-I and P-II is of course still effective for detecting non-executable transitions
and unspecified receptions.

In what follows, we adopt the presentation in [LM94b, LM96] to capture the reasoning behind
the extension procedure proposed for cyclic protocols, and to interpret this reasoning for daisy-
chain protocols. For ease of comprehension, and conforming to Definition 4.10 of a multi-cyclic
protocol (whose simplex channels are not prebounded), we define cyclic and daisy-chain protocols
explicitly as follows. A cyclic protocol is a protocol P = ({Pi | i ŒI}, L) with L = {(i, iÆ) | i ŒI} (cf.
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Notation 4.8), and a daisy-chain protocol is a protocol P = ({Pi | i ŒI}, L) with L = {(i, i+1) | i ŒI \
{n}} » {(i, i–1) | i ŒI \ {1}} (see Figure 4.11). In the remainder of this section, when we refer to a
cyclic, a daisy-chain or a general multi-cyclic protocol, it is implicitly assumed that the fair
reachability graph of the protocol is finite, as in [LM94b, LM96].

PnPiP1 Pi–1 Pi+1

C (i–1)i

C i(i–1)

C i(i+1)

C (i+1)i

Figure 4.11""Structure of a daisy-chain protocol.

 4.5.1 FRA plus finite extension: the conceptual idea

As discussed, the purpose of extending the fair reachability graph of a multi-cyclic protocol P is to
detect all reachable process states and process state/message pairs that are not already detected
within FP . There is an intuitive argument that shows that a finite extension of FP is indeed sufficient
to accomplish this [LM94b, LM96]. Suppose s is a reachable process state, then there is at least one
reachable global state G ŒRP that contains s (i.e. s = s j

G  for some j ŒI). Let s =
D  {s1, s2,…, sn} be

an execution sequence from the initial global state G0 to G. A partial fair execution sequence u =
D

{u1, u2,…, un} for G wrt s can then be derived that leads to the corresponding fair precursor fp(G, s)
(see Definition 4.25). Clearly, s is detected within FP if fp(G, s) contains s, since fp(G, s) ŒFP . Yet,
if fp(G, s) does not contain s, then there remains a non-empty but finite execution sequence from
fp(G, s) to G, namely the sequence w =

D  {w1, w2,…, wn} such that "i ŒI: si = uiw i  . We thus have
G0 s

æ Æ æ 
*  G as well as G0 f

u
æ Æ æ *  fp(G, s) w

æ Æ æ æ 
*  G, and process state s is therefore detectable by finite

extension from FP . A similar argument applies for a reachable process state/message pair (s, m). As
in [LM94b, LM96], we will henceforth focus on the reachability of process states only, for the sake
of simplicity and in view of the fact that P-I and P-II are cognate problems.

Although intuitive, Liu & Miller pointed out that the above argument is not immediately practical
because it does not provide an upper bound on how far to extend FP when the execution sequence s

leading to s is unknown, which is generally the case [LM94b, LM96]. In other words, it shows only
the existence of a finite extension from FP leading to s, but it does not suggest an algorithm to
actually perform the extension. For cyclic protocols, the argument can yet be developed further to
yield a more practical condition which is necessary for the existence of reachable process states that
cannot be detected within FP .

Persistent proper incompatible transition vectors
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For a cyclic protocol P, let s be a reachable process state of a process Pj that is not fair reachable,
i.e. none of the reachable global states containing s is in FP . As before, let G  be any reachable
global state with s j

G  = s, G0 s
æ Æ æ 

*  G and G0 f
u

æ Æ æ *  fp(G, s) w
æ Æ æ æ 

*  G. Since s is not fair reachable, it
must be the case that s ≠ s j

fp  (s j
fp  denotes the process state of Pj in fp(G, s)) and thus |wj| > 0.

Therefore, one can find an interval [i…j] (an ordered set) in fp(G, s) of at most n–1 consecutive
process indices i, iÆ ,…, j

¨
, j such that |w i

¨ | = 0 and |wl| > 0 for all l Œ[i…j] (by Lemma 4.30.(ii)).
The execution of the transitions in wj can then depend only on the execution of the transitions in w i ",
w i

Æ ,…, w j
¨ . Starting with fp(G, s), a specific subset of the global states fair reachable from fp(G, s)

can be conceived in the following way: in each such global state H, execute only those fair
transition-tuples t = ·t1, t2,…, tmÒ ŒF(H) for which it holds true that tl (l Œ{1,…, m}) is the
transition of wl at H if l Œ[i…j] and there are still transitions of w l left to be executed at H. Note
that wi  , w i

Æ ,…, w j
¨  may indeed become empty during this (conceptual) construction. However,

since process state s of Pj is not fair reachable, w j does not become empty and it can hence be
assumed without loss of generality that none of the w l’s become empty (in the case that one of
them were to become empty during the construction, one would simply continue to reason with a
smaller interval ending with j). Denote by 

  
F[iK j]

min  the subset of global states resulting from the
construction at which the sum of the remaining transitions in wi  , w i

Æ ,…, wj is minimal. It follows
that ∅ Ã 

  
F[iK j]

min  Õ FP and that 
  
F[iK j]

min  is closed under the above construction: if H Œ
  
F[iK j]

min  and H¢

is fair reachable from H by this construction, then H¢ Œ
  
F[iK j]

min . Fundamentally, this means that H¢ is
fair reachable from H without progress in the interval [i…j], an observation which brings about the
notion of so-called (persistent) proper incompatible transition vectors. Given a global state
H"Œ

  
F[iK j]

min , let t[i…j] = ·ti  , ti
Æ ,…, tjÒ be the transition vector (or tuple in our terminology) such that tl

is the transition of wl at H for each l Œ[i…j]. The following four properties can then be shown to
hold [LM94b, LM96]:

i) all transitions in t[i…j] are executable at H (i.e. "l Œ[i…j]: tl ŒXl(H));

ii) ti ŒXi i
¨ (H) or tj ŒXj j

Æ (H) (note that Xi i
¨ (H) = Xi

+
i¨(H)  and Xj j

Æ (H) = Xj
-
jÆ (H )  for cyclic

protocols);

iii) no transition in t[i…j] occurs in any fair transition-tuple (i.e. channel-pair or ring-tuple) in H;

iv) if H¢ is fair reachable from H without progress in [i…j], then t[i…j] still satisfies properties (i),
(ii) and (iii) in H¢.

Accordingly, for any global state G and contiguous interval [i…k], a vector t[i…k] = ·ti  , ti
Æ ,…, tkÒ of

transitions defined at G is said in general to be a proper incompatible transition vector (pitv) in G
iff properties (i), (ii) and (iii) hold wrt G and [i…k]. It is said to be a persistent pitv (ppitv) in G iff
properties (i), (ii), (iii) and (iv) hold wrt G and [i…k]. Denote by   U[ iKk ]

p (G)  the set of ppitv’s in G
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wrt [i…k], and remark in particular that 
  
U[ iKj]

p (H)  ≠ ∅ for every H Œ
  
F[iK j]

min  [LM94b, LM96].

Example 4.54
Consider the 3-process cyclic protocol with corresponding fair reachability graph in Figure 4.12,
where a ŒM12, b, c, d, e, f ŒM23 and g, h ŒM31. It is not difficult to check that transition vector
·(10, –a, 11)Ò is a pitv in the initial global state, but not a ppitv since it is no longer a pitv in global
state (·10, 21, 31Ò, ·e, e, eÒ), which is fair reachable from the initial global state without progress in
interval [1]. Transition vector ·(23, –e, 24), (33, –h, 34)Ò is indeed a ppitv in the fair reachable global
state (·11, 23, 33Ò, ·a, d, gÒ). "  

·–b, +bÒ

(·10, 20, 30 Ò, ·e, e, eÒ)

(·10, 21, 31Ò, ·e, e, eÒ)

(·11, 22, 32Ò, ·a, c, g Ò)

(·11, 23, 33 Ò, ·a, d, g Ò)

·–a, –c, –gÒ

·–d, +cÒ

P2

P3

P1

P1

11

–a+h

start
10

P2

–d

start –b

–c

22

21

23

–e

–f+a

24

20

25

+c

start
30

+b

–g

32

31

33

–h

P 3

+f

34
+d

+e

36

35

37

Figure 4.12""The cyclic protocol of Example 4.54.

From this intricate argumentation it can be concluded that a process state s of a process Pj in a
cyclic protocol is reachable but not fair reachable only if there exists a fair reachable global state G
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from which s is reachable and there is an interval [i…k] with j Œ[i…k] such that   U[ iKk ]
p (G)  ≠ ∅

[LM94b, LM96]. For instance, the process states 24, 25, 34, 35, 36 and 37 of the protocol in Figure
4.12 are reachable but not fair reachable, and indeed they can all be reached from the fair reachable
global state G = (·11, 23, 33Ò, ·a, d, gÒ) with U[2,3]

p (G)  = {·(23, –e, 24), (33, –h, 34)Ò} ≠ ∅. For a cyclic
protocol P, the existence of a fair reachable global state with a ppitv thus arises as a necessary
condition for the existence of a reachable process state that cannot be detected within FP .

Let us now translate the discussion so far in quest of a similar result for daisy-chain protocols.
Given a daisy-chain protocol P, consider the same scenario as above with s a reachable process
state of a process Pj that is not fair reachable, and G  a reachable global state such that s j

G  = s,
G0" s

æ Æ æ 
*  G and G0 f

u
æ Æ æ *  fp(G, s) w

æ Æ æ æ 
*  G. Again, s ≠ s j

fp  and thus |wj| > 0 because s is not fair
reachable. In this case, using Lemma 4.30.(ii), one can find an interval [i…j…k] in fp(G, s) of at
most n–1 consecutive process indices i, i+1,…, j, j+1,…, k (i £ j £ k) such that |wl| > 0 for each
l"Œ[i…j…k], and one of the following holds true:

• i = 1 Ÿ k < n Ÿ |wk+1| = 0,

• k = n Ÿ i > 1 Ÿ |wi– 1| = 0, or

• i > 1 Ÿ k < n Ÿ |wi– 1| = |wk+1| = 0.

Thus, the execution of the transitions in wj can depend only on the execution of the transitions in w i
, wi+1,…, wj– 1, wj+1,…, wk  . In the exact same way as for cyclic protocols, one can conceptualize the
set 

  
F[iK jKk ]

min  of global states H fair reachable from fp(G, s) such that the sum of the remaining
transitions in wi  ,…, wj  ,…, wk  is minimal at H. It is again not hard to see that ∅ Ã 

  
F[iK jKk ]

min  Õ FP

and, if H¢ is fair reachable from H Œ
  
F[iK jKk ]

min  without progress in [i…j…k], then H¢ Œ
  
F[iK jKk ]

min .
We arrive at the following lemma.

Lemma 4.55
For a daisy-chain protocol, let H Œ

  
F[iK jKk ]

min  and t[i…j…k] = ·ti  ,…, tj  ,…, tkÒ the transition vector
such that tl is the transition of wl at H for each l Œ[i…j…k] (with [i…j…k], 

  
F[iK jKk ]

min  and w i  ,…, w j
,…, wk  as above). The following four properties hold:

i) each transition in t[i…j…k] is either executable at H, or it is potentially executable but not
enabled at H (i.e. "l Œ[i…j…k]: tl ŒXl(H) » Pl(H) \ El(H));

ii) ti ŒXi(i–1)(H) or tk  ŒXk(k+1)(H);

iii) no transition in t[i…j…k] occurs in any fair transition-tuple in H;

iv) if H¢ is fair reachable from H without progress in [i…j…k], then t[i…j…k] still satisfies
properties (i), (ii) and (iii) in H¢.
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Proof:""Property (iii) is obvious by virtue of 
  
F[iK jKk ]

min , i.e. the transitions in t[i…j…k] cannot be
utilized within 

  
F[iK jKk ]

min  since otherwise there would be a global state in 
  
F[iK jKk ]

min  at which the sum
of the remaining transitions in wi  ,…, wj  ,…, wk  is not minimal. Property (iv) is then also immediate,
provided that (i) and (ii) are satisfied. Property (i) holds by the simple observation that if there were
some transition tl œXl(H) » Pl(H) \ El(H) in t[i…j…k], then either tl is enabled at H and thus occurs
in a channel-pair in H, which violates property (iii), or tl is not executable nor potentially executable
(and hence not enabled since El(H) Õ  Pl(H)) at H, which would imply that process Pl cannot
proceed along wl from fp(G, s) to G, in contradiction with the assumption underlying 

  
F[iK jKk ]

min  that
fp(G, s) w

æ Æ æ æ 
*  G. To show property (ii), recall that |wi– 1| = |wk+1| = 0 when i > 1 and k < n. Hence, ti

œPi(i–1)(H) and tk  œPk(k+1)(H) again because otherwise process Pi or Pk  cannot proceed along
respectively wi and wk  from fp(G, s) to G. As a consequence, ti"ŒXi(i–1)(H) or tk  ŒXk(k+1)(H) (i.e.
(ii) holds), or both ti ŒXi(i+1)(H) »  Pi(i+1)(H ) \ Ei(i+1)(H) and tk  ŒXk(k–1)(H) »  Pk(k–1)(H ) \
Ek(k–1)(H). It is not difficult to derive that the latter case is impossible, since otherwise ·tl  , tl+1Ò is a
fair transition-tuple for some l Œ[i…j…k–1], violating property (iii), or once again w is not an
execution sequence from fp(G, s) to G (cf. the proof of Lemma 4.29). "  

As one can see, properties (ii), (iii) and (iv) in Lemma 4.55 coincide with the aforementioned
conditions (ii), (iii) and (iv) on ppitv’s for cyclic protocols (listed just ahead of Example 4.54).
Condition (i) on these ppitv’s is stronger than Lemma 4.55.(i), and it appears indeed too strong in
the context of daisy-chain protocols. This is witnessed by Example 4.56 below for the daisy-chain
protocol in Figure 4.13, which draws a concrete scenario where a transition vector pertaining to
some interval [i…k] and a global state H Œ  F[iKk ]

min  contains a transition that is potentially executable
rather than executable at H. For cyclic protocols, such a scenario simply proves to be impossible: all
transitions in a transition vector associated with a global state H Œ  F[iKk ]

min  are guaranteed to be
executable at H in case of a cyclic protocol (the related proof in [LM94b, LM96] testifies that this
stems in fact from the specific “single input/output channel” characteristic of each process in a
cyclic protocol). Yet, this means that replacing the current condition (i) on ppitv’s by the condition
stated in Lemma 4.55.(i) does not distort the notion of ppitv’s for cyclic protocols. We hence
redefine ppitv’s as follows. For a cyclic or daisy-chain protocol P = ({Pi | i ŒI}, L), let G be any
global state and [i…k] a contiguous interval of process indices in I. A vector t[i…k] = ·ti  , …,
tkÒ Œ   DllŒ[iKk ]’  of transitions defined at G is a ppitv in G iff it satisfies Lemma 4.55.(i), (ii), (iii) and
(iv). The set of ppitv’s in G wrt [i…k] is denoted as before by   U[ iKk ]

p (G) . This modified definition
thus extends the notion of ppitv’s from cyclic to daisy-chain protocols5. As a result, the necessary

                                                
5 We strongly believe that the revised definition of ppitv’s applies similarly to multi-cyclic protocols in general.
However, for an arbitrary multi-cyclic protocol the conception of intervals of adjacent processes that satisfy conditions
akin to the intervals devised for cyclic and daisy-chain protocols is puzzling (such intervals do exist by Lemma 4.30).
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condition for the existence of a reachable but not fair reachable process state in a cyclic protocol
remains valid in the case of a daisy-chain protocol, as stated by Proposition 4.57.

·–d, –eÒ

(·10, 20, 30 Ò, ·e, e, e, eÒ)

(·10, 21, 31 Ò, ·e, e, d, eÒ)

P1 P2 P3

P3

start

–e+f

30

31

10

–b

start

P1

+c

–a

12

11

13

+c

P2

start
20

–d

21

+e

22

23

24

25

+b

–c

–c–c

+a

Figure 4.13""The daisy-chain protocol of Example 4.56.

Example 4.56
The fair reachability graph of the daisy-chain protocol in Figure 4.13, with a, b ŒM12, c ŒM21, d,"f
ŒM23 and e ŒM32, is depicted at the bottom of the figure. In the fair reachable global state (·10, 21,
31Ò, ·e, e, d, eÒ) no fair transition-tuple can be formed from the transitions (10, +c, 11), (21, +e, 22)
and (31, +f, 30) defined at this state, essentially because process P2 wants to make fair progress
with process P3 which is permanently blocked. (Transition (31, +f, 30) is non-executable as it
specifies the reception of a message which is incompatible with the message at the front of channel
C23.) Consequently, reachable process states 22, 23, 24 and 25 of P2 as well as the reachable
process states 11, 12 and 13 of P1 are not detected by FRA. It is not difficult to see that any
extension of the fair reachability graph to reveal in particular the process states of P1 must
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capture the execution of transition (10, +c, 11), which is potentially executable at both fair reachable
global states in the graph.

Indeed, following the argumentation setting up Lemma 4.55, consider the (shortest) execution
sequence s =

D  {s1, s2, s3} = {(10, +c, 11), (20, –d, 21) (21, +e, 22) (22, –c, 23), (30, –e, 31)} that
leads P1 from the initial global state G0 to process state 11. Thus, G0 s

æ Æ æ 
*  G = (·11, 23, 31Ò, ·e, e, d,

eÒ) and u =D  {u1, u2, u3} = {e, (20, –d, 21), (30, –e, 31)} is the partial fair execution sequence for G
wrt s, yielding fp(G, s) = (·10, 21, 31Ò, ·e, e, d, eÒ) and G0 f

u
æ Æ æ *  fp(G, s) w

æ Æ æ æ 
*  G with w =

D  {w1, w2,
w3} = {(10, +c, 11), (21, +e, 22) (22, –c, 23), e}. It follows that [1, 2] is the interval referred to in
Lemma 4.55, and F[1, 2]

min  = {fp(G, s)}. As a result, the (only) transition vector associated with w and
F[1, 2]

min  is t[1, 2] = ·(10, +c, 11), (21, +e, 22)Ò, containing a potentially executable transition at fp(G, s)
ŒF[1, 2]

min . "  

Proposition 4.57
If a process state s of a process Pj in a daisy-chain protocol P is reachable but not fair reachable,
then there exist a global state G ŒFP and an interval [i…k] such that s  is reachable from G,
j"Œ[i…k] and   U[ iKk ]

p (G)  ≠ ∅.

Proof:""The proposition follows directly from the definition of ppitv’s in terms of the properties
proven in Lemma 4.55. That is, for any execution sequence s that leads Pj from its initial process
state to s one can find a non-empty set 

  
F[iK jKk ]

min  Õ FP , as formulated earlier. For each H Œ
  
F[iK jKk ]

min

it holds that s is reachable from H and 
  
U[ iKjKk ]

p (H )  ≠ ∅. "  

The extension set within FP

The necessary condition in Proposition 4.57 for the existence of a reachable but not fair reachable
process state in a cyclic or daisy-chain protocol P implies that the required finite extension of FP to
solve reachability problem P-I (and similarly P-II) can be confined to the subset FP

p  of FP , where
FP

p  = {G ŒFP |   U[ iKk ]
p (G)  ≠ ∅ for some interval [i…k]}. However, as Liu & Miller argued, there

are still two concerns with this “extension set” [LM94b, LM96]. First, deciding membership of
FP

p  can be costly since checking whether   U[ iKk ]
p (G)  ≠ ∅ involves tracking all global states that are

fair reachable from G without progress in [i…k]. This can be done while constructing FP (i.e.
during FRA), but not without significant overhead. Secondly, as FP

p  may still be quite large,
extending all global states in FP

p  can be costly as well and might even incur considerable redundant
work. Liu & Miller tackled these concerns by showing that, for a cyclic protocol P, the extension of
FP can in fact be confined to an alternative subset of FP that is readily computed during the
construction of F P and that is often much smaller than FP [LM94b, LM96].
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Specifically, they established that it is sufficient to consider for extension only those states G ŒFP

that satisfy any of the following three conditions:

1) G is an unspecified reception state,

2) a successor of G (in RP) is an unspecified reception state, or

3) a process state in G is in a cycle of all send transitions in the corresponding process graph.

(Note that (2) can be detected at G, by checking whether there is a send transition (si
G , –m, s) ŒDi j

such that ci j
G  = e and (s j

G , +m, s¢) œDj i .) It turns out that the same result cannot be derived for
daisy-chain protocols, mainly because condition (3) emerges from the fact that the existence of a
reachable sending cycle is a necessary (and sufficient) condition for a cyclic protocol (with a finite
fair reachability graph) to be unbounded. It is not a necessary condition for a daisy-chain protocol
to be unbounded, as shown earlier by the protocol in Figure 4.10 (see Proposition 4.53).

Despite being unable to find a more “efficient” extension set for daisy-chain protocols, it
should be clear from Proposition 4.57 that there is no harm in proceeding with the extension set
FP

p , at least not from a conceptual standpoint. Hence, in our continued attempt to adapt the
extension procedure for cyclic protocols to daisy-chain protocols, we will interpret this procedure as
if it were defined in terms of FP

p  instead of the actual extension set induced by the three conditions
above.

4.5.2 FRA plus finite extension: the procedure (for cyclic protocols)

As just explained, in order to find all reachable process states of a cyclic or daisy-chain protocol by
finite extension of its fair reachability graph, it is sufficient to extend the fair reachable global states
that have one or more ppitv’s. Moreover, the characteristics of ppitv’s testify that for each such
G "Œ FP

p  one needs to consider only the partial states of G that are indexed by maximal intervals
[i…k] for which   U[ iKk ]

p (G)  ≠ ∅ [LM94b, LM96]. More precisely, when   U[ iKk ]
p (G)  ≠ ∅, the

interval [i…k] is regarded as maximal if there is no interval [i¢…k¢] such that i¢ £  i, k¢ ≥  k and

  
U[ ¢ i K ¢ k ]

p (G)  ≠ ∅. The partial state of G indexed by [i…k], denoted by G[i…k], is obtained from G
by keeping only the process states and input channel contents of G  of the processes Pl with
l"Œ[i…k]. Note that G[1…n] = G. Keeping in G[i…k] only the input channel contents from G for the
processes Pl with l Œ[i…k] is justified by the simple fact that any further progress of these
processes is independent of the contents of their output channels when these channels are not
prebounded (as assumed in [LM94b, LM96] and at the beginning of this section). Accordingly, a
reachability relation among partial states of a cyclic protocol was defined in [LM94b, LM96] as the
basis for the proposed extension procedure. This relation is readily extended to protocols in general
by the following definition (cf. definitions 2.8 and 2.9).
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Definition 4.58
Let G and H be global states of a protocol P = ({Pi | i ŒI}, L) and [i…k] an interval of process
indices in I. G[i…k] 

  
[iKk ]

æ Æ æ æ æ æ  H[i…k] iff $t ŒXl(G) with l Œ[i…k] such that G  t
æ Æ æ  H. Denote by

  
[iKk ]

æ Æ æ æ æ æ 
*  the reflexive and transitive closure of 

  
[iKk ]

æ Æ æ æ æ æ . H[i…k] is said to be reachable from G[i…k] iff
G[i…k] 

  
[iKk ]

æ Æ æ æ æ æ 
*  H[i…k]. "  

Clearly, G[i¢…k¢] 
  

[ ¢ i K ¢ k ]
æ Æ æ æ æ æ æ 

*  H[i¢…k¢] fi G[i…k] 
  

[iKk ]
æ Æ æ æ æ æ 

*  H[i…k] if i £ i¢ £ k¢ £ k. In particular, G *
æ Æ æ  H

if G[i…k] 
  

[iKk ]
æ Æ æ æ æ æ 

*  H[i…k] for any interval [i…k]. This basically explains why the extension of each G
ŒFP

p  can be based on partial-state reachability, and be confined to the partial states of G indexed by
maximal intervals [i…k] for which   U[ iKk ]

p (G)  ≠ ∅. However, the reachability relation 
  

[iKk ]
æ Æ æ æ æ æ 

*  is by
itself not satisfactory for an extension procedure. The reason is that the set of partial states
reachable from G[i…k] may very well be infinite. Furthermore, even when this set is finite (e.g. in
case of a bounded protocol), its size can still be exponential in the number of processes indexed by
the interval [i…k]. For cyclic protocols, a guaranteed finite extension of G[i…k] was secured by
enforcing a channel constraint on the relation 

  
[iKk ]

æ Æ æ æ æ æ 
* , as in Definition 4.59 [LM94b, LM96].

Definition 4.59
Let G and H be global states of a protocol P = ({Pi | i ŒI}, L) and [i…k] an interval of process
indices in I. H[i…k] satisfies the channel constraint wrt G[i…k] iff "(q, l) ŒL with l Œ[i…k] it holds
that |cql

H | £ max(|cql
G |, 1). G[i…k] 

  
m[ iKk]

æ Æ æ æ æ æ æ  H[i…k] iff G[i…k] 
  

[iKk ]
æ Æ æ æ æ æ  H[i…k] and H[i…k] satisfies the

channel constraint wrt G[i…k]. Denote by 
  

m[ iKk]
æ Æ æ æ æ æ æ 

*  the reflexive and transitive closure of 
  

m[ iKk]
æ Æ æ æ æ æ æ .

H[i…k] is said to be m-reachable from G[i…k] iff G[i…k] 
  

m[ iKk]
æ Æ æ æ æ æ æ 

*  H[i…k]. "  

Informally, the channel constraint stipulates that no message can be added to an input channel of
any process Pl indexed by [i…k], unless the channel is currently empty. This certainly implies that
the set of partial states m-reachable from G[i…k] is finite. Also, it will generally be much smaller
than the set of partial states that are reachable (i.e. without the channel constraint) from G[i…k].

The extension procedure proposed for cyclic protocols is now described as follows: for each
fair reachable global state G with   U[ iKk ]

p (G)  ≠ ∅ and [i…k] maximal, and for each j Œ[i…k],
explore all partial states that are m-reachable from G[i…j]. The corresponding graph is called the m-
reachability graph for G[i…j], denoted by MRG(G[i…j]). The extension procedure is also depicted
in Figure 4.14 (cf. Figure 2.1). Its qualification to decide the reachability of process states for cyclic
protocols was shown in [LM94b, LM96].

Example 4.60
For the 3-process cyclic protocol in Figure 4.12, we determined in Example 4.54 that transition
vector ·(23, –e, 24), (33, –h, 34)Ò is the only ppitv in a fair reachable global state of the protocol, viz.
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in G = (·11, 23, 33Ò, ·a, d, gÒ). Thus, U[2,3]
p (G)  ≠ ∅, FP

p  = {G} and interval [2, 3] is maximal.
Following the extension procedure in Figure 4.14, the m-reachability graphs for partial states G[2] =
(·s2

G Ò, ·c12
G Ò) = (·23Ò, ·aÒ) and G[2, 3] = (·s2

G , s3
G Ò, ·c12

G , c23
G Ò) = (·23, 33Ò, ·a, dÒ) are constructed:

(· 25 Ò, ·a Ò)

(· 23 Ò, ·a Ò)

(· 24 Ò, ·a Ò)

(· 25 Ò, ·eÒ)

(· 24 Ò, ·eÒ)

(23, –e, 24)

(24, –f, 25)

(25, +a, 24)

(24, –f, 25)

MRG(G[2])

(23, –e, 24)

(24, –f, 25)

(25, +a, 24)

(24, –f, 25)

(·23, 33 Ò, ·a, dÒ)

(·23, 34 Ò, ·a, dÒ)

(·24, 35 Ò, ·a, eÒ)

(·23, 35Ò, ·a, eÒ)

(·25, 36Ò, ·a, fÒ)

(·25, 37Ò, ·a, eÒ)(·24, 36 Ò, ·e, f Ò)

(·24, 37Ò, ·e, eÒ)

(·25, 37Ò, ·e, f Ò)

(·24, 36Ò, ·a, eÒ)

(25, +a, 24)

(33, –h, 34)

(34, +d, 35)

(35, +e, 36)

(36, +f, 37)

(36, +f, 37)

MRG(G[2,3])

Note that, for instance, transition (23, –e, 24) is not executed at partial state G[2, 3] in MRG(G[2, 3])
since this would be in violation with the channel constraint. The result of constructing MRG(G[2])
and MRG(G[2, 3]) is that the reachable but not fair reachable process states 24, 25, 34, 35, 36 and
37 of the protocol are all detected. "  
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for all G in FP with       
U[iKk]
p (G) ≠ ∅ and [i…k] maximal do

for all j in [i…k] do {
/* construct MRG(G[i…j]) */
A = ∅

W = {G[i…j]}
while W ≠ ∅ do {

remove an element H[i…j] from W
add H[i…j] to A
for all t in 

      
Xl(G)lŒ[iKj]U  do {

derive 
      

¢ H [iKj] such that H[i…j] 
      

m[iKj]
t

æ Æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ æ  
      

¢ H [iKj]
if 

      
¢ H [iKj] is NOT already in A or W then add       

¢ H [iKj] to W
}

}
}

Figure 4.14""Finite extension procedure for cyclic protocols.

Let us clarify the key aspects that are combined in the extension procedure for cyclic protocols.
First, there is the m-reachability relation among partial-states which enforces the channel constraint
to guarantee termination of the procedure. Secondly, there is the construction of MRG(G[i…j]) for
each j ranging over the given interval [i…k] (the second line in Figure 4.14). The construction of
MRG(G[i…k]) itself is needed to capture all interaction dependencies that may arise between the
processes indexed by [i…k] when they make progress from G. For instance, MRG(G[1, 2]) in
Example 4.60 is required to capture the execution of transition (35, +e, 36) of process P3, which
can be executed only after process P2 executes transition (23, –e, 24). In addition, for all j Œ[i…k],
the construction of MRG(G[i…j]) is needed to capture all cases where process Pj is forced to
execute a send transition while the corresponding output channel already holds some message(s).
For these cases it is necessary to circumvent the channel constraint in Definition 4.59, which is
achieved precisely by ignoring the content of the output channel of Pj in the partial state G[i…j] of
G. For instance, if one removes transitions (35, +e, 36) and (36, +f, 37) from the protocol in
Example 4.60, reachable process states 24 and 25 of the modified protocol are not detected within
MRG(G[1, 2]), but only within MRG(G[1]).

Having explained the extension procedure for cyclic protocols, we are now ready to argue that
this procedure is likely unsuitable for generalization to daisy-chain protocols, and thus to multi-
cyclic protocols in general. Since a daisy-chain protocol (or any other multi-cyclic protocol that is
not cyclic) has “connector” processes that can send messages to and receive messages from more
than one process, it is evident that we need to construct additional m-reachability graphs if we are
ever to capture all interaction dependencies arising between the processes indexed by the given
interval [i…k], and all pathological cases where some process is forced to execute a send transition
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while the corresponding output channel is not empty (in the sense explained above). This issue can
still be easily dealt with. That is, instead of constructing MRG(G[i…j]) for each j Œ[i…k], in case of
a daisy-chain protocol we proceed by constructing MRG(G[i¢…k¢]) for each sub-interval [i¢…k¢] of
[i…k] (i.e. i"£ i¢ £ k¢ £  k), which amounts to a straightforward adaptation of the second line in
Figure 4.14. However, even this surely required adaptation does not make the extension procedure
fit for detecting all reachable process states in any daisy-chain protocol. The daisy-chain protocol in
Figure 4.13 is a counter example, as illustrated below.

For the daisy-chain protocol in Figure 4.13, transition vector ·(10, +c, 11), (21, +e, 22)Ò is the
only ppitv in a fair reachable global state of the protocol, viz. in G = (·10, 21, 31Ò, ·e, e, d, eÒ) (see
Example 4.56). Thus, U[1,2]

p (G)  ≠ ∅, FP
p  = {G} and interval [1, 2] is maximal. Accordingly, the

partial states G[1] = (·s1
G Ò, ·c21

G Ò) = (·10Ò, ·eÒ), G[2] = (·s2
G Ò, ·c12

G , c32
G Ò) = (·21Ò, ·e, eÒ) and G[1, 2] =

(·s1
G , s2

G Ò, ·c12
G , c21

G , c32
G Ò) = (·10, 21Ò, ·e, e, eÒ) are extended, yielding the following three m-

reachability graphs:

(· 10 Ò, ·eÒ)

MRG(G[1])

(10, +c, 11)

(11, –a, 12)

(·10, 21Ò, ·e, e, eÒ)

(·10, 22Ò, ·e, e, eÒ)

(·11, 23Ò, ·e, e, eÒ)

(·10, 23Ò, ·e, c, eÒ)

(·11, 24Ò, ·e, c, eÒ)(·12, 23 Ò, ·a, e, eÒ)

(·12, 24Ò, ·a, c, eÒ)

(11, –a, 12)

(21, +e, 22)

(22, –c, 23)

(23, –c, 24)

(23, –c, 24)

MRG(G[1,2])

(· 23 Ò, ·e, eÒ)

(· 21 Ò, ·e, e Ò)

(· 22 Ò, ·e, eÒ)

(· 25 Ò, ·e, eÒ)

(· 24 Ò, ·e, eÒ)

(21, +e, 22)

(22, –c, 23)

(23, –c, 24)

(24, –c, 25)

MRG(G[2])

Clearly, MRG(G[1]) is void since transition (10, +c, 11) cannot be executed at G[1]. MRG(G[2])
and MRG(G[1, 2]) together reveal the reachable process states 11, 12, 22, 23, 24 and 25 (note that
MRG(G[2]) is needed in particular to circumvent the channel constraint with respect to channel C21,
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leading to the detection of 25). However, they do not reveal reachable process state 13.
The problem with the daisy-chain protocol in Figure 4.13 originates from the interdependency

between process P1 and process P2. As pointed out before in Example 4.56, any extension of the
fair reachability graph of the protocol must capture the execution of transition (10, +c, 11) if the
reachable process states of P1 are to be detected. This transition is potentially executable at both fair
reachable global states in the graph, and particularly so at G = (·10, 21, 31Ò, ·e, e, d, eÒ) that is to be
extended. The progress of P1 from G thus depends on the progress of P2 from G, which must first
execute send transition (22, –c, 23). Consequently, MRG(G[1, 2]) is the only m-reachability graph
that may potentially uncover the reachable process states of P1. It does indeed uncover process
states 11 and 12, but not 13 because of the channel constraint max(|c12

G |, 1) = 1 imposed on channel
C12. Surely, allowing C12 to hold two messages during the extension suffices in this case to
uncover also process state 13, but merely enlarging the channel constraint in the definition of the m-
reachability relation does not seem to yield a general solution for all daisy-chain protocols. Indeed,
a counter argument can be sketched as follows [Liu97]. Suppose that we can use the m-reachability
relation with a more flexible channel constraint to decide the reachability of any process state or
process state/message pair (reachability problems P-I and P-II) for a daisy-chain protocol by finite
extension of its (finite) fair reachability graph. Reconsider in particular the extension of partial state
G[1, 2 ] of the fair reachable global state G = (·10, 21, 31Ò, ·e, e, d, eÒ) of the daisy-chain protocol
above. Executing transition (21, +e, 22) of process P2 results in the partial state (·10, 22Ò, ·e, e, eÒ).
Since process P3 has become permanently blocked, from this partial state and on we are essentially
dealing with the two-process protocol P = ({P1, ¢ P 2 }, {(1, 2), (2, 1)}), where process ¢ P 2  is the same
as P2 except that transitions (20, –d, 22) and (21, +e, 22) are removed and process state 22 is the
initial state of ¢ P 2 . This two-process protocol is unbounded. Realize that such a situation can arise
for any daisy-chain protocol, i.e. the daisy-chain protocol in Figure 4.13 is just an example.
Consequently, if the m-reachability relation with a more flexible channel constraint is adequate to
decide P-I and P-II for any daisy-chain protocol with a finite fair reachability graph (which is our
supposition), then it must be adequate also to decide these problems for any protocol of two
processes communicating over two potentially unbounded channels. But this contradicts the well-
known fact that logical correctness properties are in general undecidable for such protocols [BZ81]
(see Section 2.5.1). One should observe that during the procedure of extending the fair reachability
graph of a cyclic protocol it is impossible to encounter a situation where two not necessarily
adjacent processes are mutually interdependent (like P1 and P2 above), because a cyclic protocol
consists of only one ring. This ring is “broken” (in the sense of Lemma 4.30.(ii)) at the start of the
extension, and remains so during the extension. A daisy-chain protocol, and any multi-cyclic
protocol that is not cyclic, also exhibits at least one broken ring during the extension (the ring
between P2 and P3 above), but it has other rings that may not be broken. Thus, the absence/presence
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of multiple interconnected rings turns out to be a critical differentiation between a cyclic protocol
and a daisy-chain or multi-cyclic protocol.

In conclusion, we are left with the problem of finding an alternative procedure for extending the
fair reachability graph of a daisy-chain (or multi-cyclic) protocol, presumably based on a
reachability relation among partial states. Such an extension procedure must of course be guaranteed
to terminate (i.e. the intended extension of the fair reachability graph of a daisy-chain protocol must
be finite), and to detect all reachable process states (and process state/message pairs) that are not
already detected by FRA itself. In addition, it should still serve as a relief strategy that improves the
conventional reachability analysis. Yet, in view of the preceding argument attesting the infeasibility
of the m-reachability relation, one must reckon with the possibility that, unlike for cyclic protocols, a
finite extension procedure may in fact not exist for daisy-chain and general multi-cyclic protocols.

4.6 Summary and remarks

In this chapter we have generalized the technique of fair reachability analysis (FRA) from cyclic to
multi-cyclic protocols. A multi-cyclic protocol is made up of a collection of unidirectional rings (or
component cyclic protocols), interconnected in such a way that no two rings share more than one
process. The class of multi-cyclic protocols has a notably wide applicability in practical protocol
modeling. In addition to protocols with a multi-ring topology, it subsumes protocols with regular
network topologies such as a daisy-chain, a star or a tree, as well as many combinations of these
elementary topologies.

As for cyclic protocols [RW82, GH85, LM94a, LM96], FRA is an effective and efficient relief
strategy for the detection of deadlocks in multi-cyclic protocols. State exploration by FRA forces a
multi-cyclic protocol to progress only through fair execution sequences. Clearly, this eliminates a
large part of the redundancy in conventional reachability analysis caused by equivalent execution
sequences (cf. Section 4.1.1). We proved that the global states of a multi-cyclic protocol explored
by FRA, i.e. the fair reachable global states, are precisely those reachable global states in which for
each ring all channels in the ring are of equal length. This so-called ring-wise equal channel length
property entails in particular all deadlock states. As a result, the deadlock detection problem is
decidable for each multi-cyclic protocol whose fair reachable global state space is finite. We also
established two sufficient conditions relating to the boundedness aspect of channels that guarantee
finiteness (propositions 4.39 and 4.41). Both these conditions allow the presence of unbounded
channels, which indicates that FRA is not only significant as a relief strategy but also as a state
exploration technique capable of handling various unbounded protocols.

The contributions of this chapter provide an extension of the work on FRA for cyclic protocols
in [LM94, LM96] with respect to deadlock detection. The ring-wise equal channel length property
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and the two boundedness conditions established for multi-cyclic protocols generalize the equal
channel length property and the respective boundedness conditions given for cyclic protocols. This
generalization proved necessary because multi-cyclic protocols composed of multiple rings include
“connector” processes with more than one incoming and one outgoing channel. A next step along
this line would be an extension of FRA to protocols with yet more complex and perhaps even
arbitrary network topologies. However, we conjectured that FRA is inherently infeasible beyond
multi-cyclic protocols or, more accurately, for verifying properties of protocols that are not fair
formed (see Definition 4.49). This stems from the principal nature of the technique which forces
progress of at least two processes at each step during state exploration while preserving a global
channel invariant.

There are some open problems concerning FRA for multi-cyclic protocols. First, since FRA in
its basic form is inadequate for the detection of logical errors other than deadlocks, at least a finite
extension of the fair reachability graph of a multi-cyclic protocol is needed for this purpose. Such an
extension has already been established for cyclic protocols. Specifically, a procedure was proposed
in [LM94b, LM96] that “cleverly” extends the fair reachability graph of a cyclic protocol in order
to detect unboundedness, non-executable transitions and unspecified receptions. We have explained
this procedure in detail, and argued that it appears unfit for generalization to daisy-chain protocols
and thus to multi-cyclic protocols in general. Hence, it remains to be seen whether FRA can be used
to achieve the same logical error coverage for multi-cyclic protocols as for cyclic protocols. A
second and likely related problem is that weak boundedness (see Definition 4.40) does not emerge
as a necessary condition for a multi-cyclic protocol to have a finite fair reachability graph, unlike the
case for cyclic protocols [LM94a, LM96]. Hence, the notion of weak boundedness does not
provide a complete characterization of the class of multi-cyclic protocols for which FRA decides
deadlock-freedom. It seems that the existence of such a characterization goes hand in hand with the
ability to use FRA for the detection of logical errors other than deadlocks. We speculate in this
respect that certain structural constraints must be imposed on the process graphs of the individual
processes of a multi-cyclic protocol, but this requires further investigation.


